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Analysis of samples from finite population
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Abstract. This paper deals with asymptotic properties of probability distributions of sample statistics when
samples are selected from finite populations. These properties also were analysed bg,A Réfyi [3]

and J. Hajek [4]. Relationships between probability distributions of sample sums were investigated in [6]
article.
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1. Introduction

Assume that probability samplesglected from finite population
0= {01, 02,...,01\/}.

Sample statistics are defined in finite probability sp@ezeA, P} therefore their distri-
butions are quasi-lattice when elements of populaficare characterized by sequence
of real numbers

a1y, ay,...,an,y, v=212,.... (1)

J. Hajek analyzed simple random sampling and Bernoulli sampling from this sequence.
Our study covers not only these two samplings, but also simple random sampling with
replacement. _

It is known [2] that integer basg, = (B1v, B2v. - - ., Br,v) EXiStS in finite sequence

of real numbers (1). This base is such tﬁgt> 0 and
ajU:(Elhé)—i_(léU”;lj)’ (2)

whereb, € R, E=(1,1,...,1) € R", (b, E) is scalar producti ; = (m1;, ma;,
...,mkuj), ml-j =0,:E1,:E2,....

It should be mentioned that dimensibnof spacer* depends on series numher
and can increase when— co. When base is selected, representation (2) is univalent.
So sequence (1) can be replaced with sequence

(by, E) + (B, 11), ..., (by, E) + (B, fiin,).

We will omit numberv of series, i.e., we will analyze; = (b, E) + (B, ),
j=12...,N.
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When simple random sampleb, E) + (B, mi), (b, E) + (B, ...,
(b E)+ (ﬂ mi,), 1< zl < < zn < N, is selected from finite population sam-
pIe sumsS,y = ZJ l((b E) + (ﬂ ml )) obtains valuesn(b E) + (ﬂ ml ), where

._(vll soees Vi) v, =0,+1,+2,.

P. ErdSs and A. Renyl [3] proved that characterlstlc functiorSpf is

Me'!Sny — 1 Z g!aip +..+ai,)
Cn
N 1<i1 <. <in <N

N

efiQn 1_[ (C] + pei9+itaj) d@,
j=1

1 pi
2nPy(n) J_

wherePy (n) = Ciy p"qN ™", p=%.

J. Hajek [4] analyzed Sum, vy = Zj.‘:laij of Bernoulli sample;,, ais, - .., a;,,,
i1 # ... # iy, where distribution of random number is Binomial distribution
B(N, p). . .

He showed that M&:N = ]_[?Izl(q + p€'4). So

N
Mei!Suy — 1—[ (q + peit((b,E)+(ﬁ,n7_;)))_
j=1

2. Cosfficient of correlation

Denotenl, n2,. .., 1in —k-dimensional independent random vectors which obtain val-
ues0 andb + ,ij, j=1,2,..., N with probabilitiesq and p, i.e., P{ =0} = ¢

and P{ij = b + ,ij} =p, Whereﬂan = (Bimaj, Bamaj, ..., Bemg;). Let Z,ny =
ZJ 11j = (21,22, ..., Zy). We are interested in correlation matrix of this vector
when

N
Mei @ Zn) — 1_[ (q + pei(?,b)Jri(?,ﬁn%j))_
j=1
We obtainZ, y = Zjv:l nj=(Z1,Za, ..., Zr), DZ; = pq(b, + pym;)? and

N

M[(Zi —=MZ)(Z, =MZ)] = pq Y _(bs + Bimij) by + Brm,).
j=1

Denote coefficient of correlation of random variabsandZ, by p;-. Then we have
SN O+ Bumip) b + Brmyy)
(SN s+ B2 sy + Bom,i)?)?

Pri =

NI
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It is known from [1], that Cauchy inequality
N 2 N ) N )
(Zon) (L)
j= j= i=

becomes equality if and only if when there exist numbeend . such thatix; 4
ny;=0forall j=1,2,..., N andx andu are not equal to O at the same time.

LEmMA 1. Coefficient of correlatiory;, is equal to+1, when there exist and
not equal to zero at the same time such that

Aby + by + ABimy; + pprm,; =0.
Whenb; = b, = 0, then necessary and sufficient condition foy = 1 is Am;; +
um,;j=0,j=12,...,N
This property is very important when probabilities

P{Sun=1(b, E)+ (B,V)} = P{Zun =1b + pv)}

_PuBa. B /ﬂl /ﬂk e i CID)—i BV i 7 Zan) §f
(277)"

are analyzed.

Notice that random vectdf,, y = Z?’Zl 1j is a sum of independent differently dis-
tributed random vectorsy, 7o, ..., 7y. It is possible to analyze sums of identically
distributed random vectors instead of sums of differently distributed random vectors.
Two ways of such analysis are known for us. The first way is to use characteristic func-
tions of accompanying distributions. Second way is explained more detailed below.

3. Formal expansion

Denote k-dimensional characteristic functions bg, f>,..., fy and their sum
g=%2 1 fj LetT = {2 f;()#0,j=12.....N andf € R}.
Then, iffe T and|ffgg| < C < 1 we have

ﬁ fi=g exp{z — —%i( ) ii(—]:lm:L(fj—g)m}.

Jlg

Here for allf e R* 30, % =0. We get

ﬁf_ Nex _}i
| 1/7 =8P 2N ¢
j=1

uMz
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where

B ey
Bi= Z 0! 1
1!...vj!

V142044 jvj=j

o = (— 1)1+1% (\/_f] >1+2.

From these equations it is seen that poweréf—gﬁ are used for expansion, e.g.,

) - Gy

i=1

>4

and
1 fi—gvm 1ga/1d fi— i)
§ L () R (S R ()

Further characteristic function” of known distribution is used to approximate
N N
1
-(324)
j=1

When\/ﬁ|%| < 1 we obtain

o =i oW (VRS 5 (L) (v L]

j=1

Here A ;2(v/N4:2) is generalized Appel polynomial. It is known [5], that

Aja(n) = (=1 y +ZZ( H¥*g Dy,

k=0
D S Rk
I lps! .| te . .
v+2up et jvj=j V1:v2l. .. V} 1\3 J + 2
Ul+u2+m\jj:k

Now

1=+ et - SR 205 (et

j=1
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x [1+ ; (\/iﬁ)jﬂj][w JX_; (%)J.AJQ(\/Ngh;h)]

This formal expansion is valid, because values of functiéilgé and and% are
close to 0 in the neighborhood of point= 0 € R. Conditions\/ﬁ|%| <1land

\/N|%| < 1 are sufficient for convergence of seri@emark All sums of samples
from finite populations are sums of differently distributed random numbers or vari-
ables. Terms of sums can be dependent or not.

We artificially used factok/N, i.e., we took\/ﬁ% andv/'N % because charac-

teristic functions from infinitely divisible distributions subsef will be used in our
further studies. When samples are selected from finite populations, terms of sample
sums are random numbers or vectors having finite moments of all orders. It is impor-
tant that matrix of the second order moments has to to be non-singular. If conditions
of lemma are fulfilled then matrix is definitely non-singular.
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REZIUME

J. Turkuvieng, A. Bikelis. Imciuy ir baigtiniy visumy analize
Straipsnyje nagriejamos asimptoties inTiu iS baigtini visumy tikimybiniy skirstiniy savyles.

Raktiniai ZodZiaibaigtiné populiacija, Apelio polinomai, Bernulio imtis.



