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Central limit theorem for alternating renewal processes
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Abstract. Functional central limit theorems for stationaryalternating renewal processes with dependent
work and repair times, and for associated workload processes are stated. The weak convergence of distri-
butions of properly scaled processes in the Skorokhodspace holds under some regularitycondition imposed
on the distribution functions of work and repair times.
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An ordinary renewal process is defined by a sequence{Xi, i = 1,2, ...} of in-
dependent identically distributed non-negative random variables which can be inter-
preted as lifetimes (or work periods) of an element (machine, system). The sequence
Tn = X1 + ... + Xn is called a renewal process, andTn are called renewal times.
Renewal process can also be described by giving a counting process

N(t) =
∞∑

n=1

1{Tn � t},

where 1{...} denotes the indicator function.N(t) is called a counting renewal process
or just a renewal process. The sequence{Tn} and the counting processN(t) are
related by

{N(t) � n} = {Tn � t}.
In this scheme, the end of the lifetime of an element coincides with the begining of

the lifetime of the next element. In other words, the elements are replaced instantly (the
repair times equal zero). However, in real situations often there is an installation (or
repairing) period between the working periods. A more realistic model is alternating
renewal process defined by a sequence of independent identically distributed random
vectors {(Xi,Yi ), i = 1,2, ...} where componentsYi, i = 1,2, ... represent repair
times (or waiting times). The alternating renewal process might be a suitable model for
a system that can be in one of two stages, ON or OFF (a machine alternately working
and under repair, or a workstation transmitting data and remaining silent, or a queueing
system performing service and being idle).

A stationary alternating renewal process with dependent ON and OFF periods was
constructed in [1] in the following way. Let{(X,Y), (Xi ,Yi ), i = 1,2, ...} be an i.i.d.
sequence of vectors with positive components which may be arbitrarily dependent. We
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assumeµ = EX < ∞ and ν = EY < ∞. Denote

Z = X + Y, Zi = Xi + Yi, i � 1, Tn = T0 +
n∑

i=1

Zi,

where T0 = X0 + Y0 is a delay random variable introduced to make the renewal
sequence stationary. The random vector(X0,Y0) is independent of the sequence
(X,Y), and its distribution is defined by

P {X0 = 0, Y0 ∈ dy} = λ−1P {Y > y}dy, (y > 0),

P {X0 ∈ dx, Y0 ∈ dy} = λ−1P {X > x, Y ∈ dy}dx, (x > 0, y > 0),

where

λ = EZ = µ + ν.

Each Tn is interpreted as the begining of the working period (or the end of the
waiting period), andTn + Xn+1 is the end of the working period (or the begining of
the next waiting or repairing period). With the alternating renewal process we associate
two stationary processes, the ON/OFF processA(t) defined by

A(t) = 1{X0 > t} +
∞∑

n=0

1{Tn � t < Tn + Xn+1} (t � 0)

and the workload process

B(t) =
∫ t

0
A(s)ds.

The processA(t) is a binary process withA(t) = 1 if t falls into a working
period andA(t) = 0 if t is in a repairing period. Stationarity implies

EA(t) = P {A(t) = 1} = µλ−1.

Let

Zn(t) =
∑n

i=1(Ai(t) − µλ−1)√
n

,

where Ai(t) are i.i.d. copies of the processA(t).

An arbitrary distribution functionF(t) with F(t) = 0 for t � 0 will be said to
satisfy condition (F) if

limsup
t→0

F(t) − F(0)

t
< ∞ (F)

Note that condition (F) is weaker than the requirement for the distributionF to
have a bounded density in the neighbourhood of 0.

Denote FX(t) = P {X � t}, FY (t) = P {Y � t}.
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THEOREM 1. If FX (or FY or both) satisfy condition(F), then the sequence
Zn converges in the spaceD = D[0,∞) endowed with the SkorokhodJ1 – topology
toward a zero-mean stationary Gaussian process with almost surely continuous paths
and the covariance function ofA(t).

Proof. By virtue of the CLT, the finite-dimensional distributions of the processZn

converge to the multidimensional Gaussian distributions. Thus, it suffices to prove
tightness ofZn.

One can write

Ai(t) = Ai(0) + N+
i (t) − N−

i (t),

where N+
i (t) (resp.N−

i (t) ) is the number of upward (resp. downward) jumps of
processAi(t) over time interval(0, t]. Therefore,

Zn(t) = Zn(0) + L+
n (t) − L−

n (t),

where

L+
n (t) =

∑n
i=1(N

+
i (t) − tλ−1)√

n

and

L−
n (t) =

∑n
i=1(N

−
i (t) − tλ−1)√

n
.

Each point processN+
i (t) is a stationary renewal process with interrenewal time

distribution function satisfying condition (F). By Theorem 7.2.3 in [2], (cf. Theorem
2 in [3 ],Theorem 5.3.1 in [4]) sequenceL+

n is tight and converges in the spaceD to-
ward a Gaussian process with continuous paths. Interrenewal intervals of the process
N−

i (t) are (Tj −Yj ,Tj +Xj+1) , so interrenewal times form a 1-dependent sequence
of identically distributed random variables with distrubution function satisfying con-
dition (F). Using similar arguments as in [2]–[4] one can show that sequenceL−

n is
tight and converges to a Gaussian process. Since the limits of both sequences have a.s.
continuous paths, the limit ofZn has a.s. continuous paths. Stationarity of processes
Zn ensures stationarity of the limiting Gaussian process�

Put

B(t) =
∫ t

0
A(s)ds.

ProcessB(t) can be interpreted as the total working time in the time interval[0, t].
Let

Wn(t) =
∑n

i=1(Bi(t) − µλ−1t)√
n

,

where Bi(t) are i.i.d. copies of the processB(t).
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THEOREM 2. Under the conditions of Theorem1, the sequenceWn converges
in the space D = D[0,∞) endowed with the SkorokhodJ1 – topology toward a
zero-mean continuous Gaussian process with stationary increments.

This theorem can be proved using the same arguments as in proof of Proposi-
tion 5.3.6 in [4].

References

1. R. Leipus, D. Surgailis,On long-rangedependencein regenerativeprocess based on a generalON/OFF
scheme,J.Appl.Prob., 44, 378–391 (2007).

2. W.Whitt,Stochastic-Process Limits, Springer (2001).
3. W. Whitt, Queues with superposition arrival processes in heavy traffic,Stoch.Processes and their

Applications,21, 81–91 (1985).
4. F. Brichet, A. Simonian, L. Massoulie, D. Veitch, Heavy load queueing analysis with LRD On/Off

sources, 115-141. in:Self-Similar Network Traffic and Perfomance Evaluation, K. Park, W. Willinger
(Eds.), John Wiley & Sons, Inc. (2000).

REZIUMĖ

R. Banys. Alternuojanči ↪uj ↪u atstatymo proces ↪u centrinė ribinė teorema

Suformuluota alternuojanˇci ↪u atstatymo proces↪u funkcinė centrinė ribinė teorema, kai darbo ir atstatymo
periodai yra priklausomi, o ši↪u period↪u pasiskirstymo funkcijos atitinka tam tikr↪a reguliarumo s↪alyg ↪a.


