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Introduction

In [6] we show that any quasi-cyclic code C can be expressed as a concatenated code,
we study the properties of the inner, outer and restricted codes of C. In this paper we
continue to study the concatenated structure of quasi-cyclic codes. We show that there
exists the relationship between restricted codes of C and the trace of the outer code
of C.

The trace mapping allows to get a code over a small field from a code over a big
field. This mapping is useful in the study of so-called subfield subcodes (see [1]). We
show that it also plays a part in the study of quasi-cyclic codes.

In order to present our main results (see Section 3), we give some definitions and
recall some results from [6].

1. Preliminaries

See [2,5] for more details on error-correcting codes.

~ Let F be any finite field, and let K be its subfield. Let n be a positive integer.
A code of length n over F is a non-empty subset of the vector space F". The vec-
tors of a code are called codewords. If a code over F is a linear space over K, it
is called K-linear. A F-linear code over F is called simply linear. A linear code of
length n and of dimension k will be denoted by [n,k]. A linear code C is called
quasi-cyclic if there is some integer s such that every cyclic shift of a codeword
by s places is again a codeword, i.e., whenever (cp, ¢y, ...,cs—1) is in C then so is
(Cp—ssCn—s+1s--+»Cn—1,C0, - - - » Cn—s—1)- The smallest such s is called the index of C.
The index of C divides the length of C.

Let C be a code of length n, let J = {1, ja2, ..., j:} be a subset of the index set

{0,1,...,n — 1}. Then the code C restricted to J is the code -

C|J={(cjl,cjz,...,cj,)l(co,cl,...,cn_l)EC}.

If C is linear, C|; is linear too.

Let C be a [n, k] linear code over F. A set J of cardinality k& is called an information
set of C if C|; = F*, i.e., if we get all possible vectors of length k. The support of
a code C is the set of coordinates where at least one codeword of C is nonzero. If
A1, A,, ..., A, are codes of the same length over the same finite field, then the code



102 G. Skersys

> i_| A; is defined by

é: {Xpumemvﬁ.

1=1

Let g be a power of a pr1me number, let m be a positive integer. Let’s denote Fm
the finite field of cardinality ¢™
Let B be a[np, kg] linear code over F,. Then B and F gk are isomorphic as linear
spaces over K. Let 6: F .8 — B bean 1somorphlsm 6 allows to replace any element
of F 7B by a codeword of B, and vice versa. Let ng be a positive integer. Define a
F, -linear application ® by
®: . F;,ig —> B"E

X = (xl, .. .,an) > @(X) — (Q(Xl) s Q(an))

where ©(x) is a vector of length ngng made from the coordinates of vectors 6 (x1),
6 (x3), etc., in that order. Let E be a F,-linear code of length nEg over Fqu The
concatenated code of B and E is the code C composed of the codewords of E in
which the elements of F .« are replaced by the codewords of B by means of 6, i.e.,
C=0(F)={O((x) | x € E}. The codes B and E are called respectively the inner
and outer codes of C. We will denote C = By E. It is evident that C is a [npng, k]
linear code over F, where k is the dimension of E as a vector space over F,. The
concatenated codes were extensively studied by Sendrier [3,4].

(1)

2. The concatenated structure of quasi-cyclic codes

Let C be a [n, k] quasi-cyclic code over F,. Denote np the index of C. We know that
np divides n. Denote ng =n/npg. Let |

Ji={inp,ing +1,ing+2,...,(+ Dnp—1}, 0<i<np—1.
{Jitogigng—1 1s a partition of {0, 1,...,n — 1}. Denote
B,‘:CIJ-, O<i<nE-—1v

the code C restricted to J;. The codes B; are linear. From [6] we have that B; = B; for
all 0 <4, j <ng — 1. Since all B; are equal, we will denote them by B, i.e.,

B=By 2)

Let kp be the dimension of B.
Let 0: Fqu — B be a F;-linear isomorphism. Let ® be defined by (1). Then

O B"E — F} 4
. x:—“(X1,...,an)l'——>® l(x):(in(xl)a-“"g-l(an))’

wherex; e B VO<i<ng—1,isa F,-linear isomorphism too. Let

E=0"10). , (3)
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From [0] we have that E is a F,-linear code over Fqu of length ng. Moreover (see
[6]) any quasi-cyclic code C can be expressed as a concatenated code of B and E, i.e.,
C = By E, where B and E are defined respectively by (2) and (3), and 6: Fqu — B

is any F,-linear isomorphism, where kp is the dimension of B.

3. Restricted codes and trace of outer code

In this section we present our new results. The proofs of the results of this section are
rather technical and are omitted for lack of space. They will be given in the extended
version of this paper.

The sum

T(](X)ZX—I'-xq _|_xq2+xq3+”.+xqm——l _ qui

is called the frace of x € F;m. It can be shown that T, (x) € F,.
If A is a code over F;m, let’s denote

T, (A) = { (T, (co), Ty (c1), ..., Ty (ca=1)) | (cos €1, - .., Cn1) € A

Then T, (A) is a code over F,. If A is a F;-linear code, T, (A) is a linear code.
Let C, B, E be as in Section 2. Let

Ii={i,ng+i,2np+i,...,(ng —Dnp+i}, 0<i<ng—1.
{lilo<i<ng—1 18 a partition of {0, 1,...,n — 1}. Denote
Ci=Cl;, 0<i<ng—1,

the code C restricted to [;. The codes C; are linear.

THEOREM 1. Let J be an information set of B. Then

T,(E)C ) C;.

jeJ

We know that the outer code E is a F,-linear code over F 4B - When E is linear, i.e.,
verifies a stronger condition, we can say more.

THEOREM 2. Let E be linear. Then T, (E) = C, foralli, 0 <i < np—1, belonging
to the support of B.

~ Even if E is not linear, there can exist i, 0-<i < np — 1, such that T,(E)=C;.
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REZIUME

G. Skersys. RySys tarp kvazicikliniy kody ir sankabos kody pédsaky

Parodome, koks egzistuoja rySys tarp kvaziciklinio kodo, apriboto tam tikra aibe, ir jo iSorinio kodo
pédsako.



