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Making virtual learning environment more intelligent:
application of Markov decision process
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Abstract. Suppose there exist a Virtual Learning Environment in which agent plays a role of the teacher.
With time it moves to different states and makes decisions on which action to choose for moving from
current state to the next state. Some actions taken are better than some others. The transition process
through the set of states ends in some final (goal) state, being in which it gives for the agent the largest
benefit. The best way of action is to reach the goal state with maximum return available. The system
1s formalized as Markov Decision Process and the Q-Learning algorithm is applied to find of such kind
criterion that optimises the behavior of the agent.
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1. Introduction

Virtual learning environment (VLE) is defined to be the web-based application suit-
able for information exchange between teacher and learner [4], as well as between
learners themselves. There exist another subset of VLEs that differs from the previous
in ability of sequencing the curriculum. Those VLEs are known as adaptive ones [1,
2, 5]. The adaptivity is implemented in the systems that are based on the aproach used
in the ELM-ART II [6] adaptive tutoring system that supports learning programming
in LISP. One more subset of VLEs is intelligent environmets. Intelligent environments
use the methods of Artificial Intelligence to solve the problem of student modeling and
curriculum sequencing [12]. In the intelligent VLE the role of teacher is prescribed to
the agent, who makes decisions how to teach the learner depending on the experience
presented to the agent.

The reinforcement learning is the process during which the agent improves its be-
havior in the environment [7, 8, 9, 11] using the experiences it has got interacting with
an environment. The experiences have the form of tuple (x,a, y, r), with state x, ac-
tion a, resulting state y and scalar immediate reward r. The Markov Decision Process
(MDP) model is a way of formalizing the reinforcement learning problem. A finite
MDP is defined by the tuple (S, A, P, R), with a finite set of states S, a finite set of ac-
tions A, a transition function P, and a reward function R. The optimal behavior for an
agent in an MDP depends on an optimallity criterion. The optimality criterion could be
expressed as infinit-horizon expected discounted total-reward [7, 8] or infinit-horizon
expected average reward [9, 10]. For those both cases the optimal behavior can be
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found by identifying the optimal value function defined recursively by

V*(x):m(?x (R(x,a)—}—yZP(x,a,y)V*(y)) (1.1)

Y

in case of infinit-horizon expected discounted total-reward, where 0 < y < 1 is a dis-
count parameter that controls the degree to which future rewards are significant com-
pared to immediate rewards, or by

V*(x):m(?x (R(x,a)——,o*—i—ZP(x,a,y)V*(y)), (1.2)
y

in case of infinit-horizon expected average reward, where p* is an average reward.

2. Markoyv decision processes

Equations (1.1) and (1.2) are called Bellman’s equations for discounted reward and
average reward case correspondingly. In the rest of the paper we will concentrate on
the case of the finit-horizon expected discounted reward. Bellman’s equation formal-
izes the overall goal of the Markov Decision Process. The goal is to find a function,
called a policy, which specifies which action to take in each state, so as to maximize
some function of the sequence of rewards [10, 11]. Markov Decision Process is de-
fined by a set of possible states of the agent X = {x1, x2, ..., x,}, a set of actions
A ={ay,ay, ...,an}, a set of rewards R = {r1,r3, ...,r,} and a transition probability
function Pl-’j- = Pr{x;+1 =y|x;,a;}, where i, j = 1..n, i # j, and k = 1..m. Here the
MDP surves as a way to solve the Reinforcement-learning problem. Reinforcement-
learning is the problem of getting an agent to act in the world (environment) so as to
maximize its rewards. The environment is modelled as a stochastic finite state machine
with inputs and outputs [13]. Bellman’s equation for defined MDP can be solved using
value iteration or policy iteration algorithms.
We rewrite the equation (1.1) in the form of recursive iterations as follows

V"“(x,-):m;lx (ri +yZPin-V”(xj)>. (2.1)
j=1

The value iteration algorithm solves the given MDP by computing V" (x;) for all i
until converged. The algorithm has converged when

max |V”+1(x,-) — V”(x,-)l <e.
1

The optimal policy is then defined as

arg max (R(x, a)+y Z P(x,a, y)V*(y)). (2.2)
y
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Using policy iteration algorithm the 7 (x;) defines an action selected in the i’th state
and is called a policy. Then the algorithm solves the given MDP computing V" (x;) for
all i using 7w (x;) and finding

g (x;) = arg max (r,- + y Z P,-’j- V"(xj)). (2.3)
J

The algorithm keeps computing until 77y = 7. If this condition holds the optimal
policy is found. The algorithms of value iteration and policy iteration require an ex-
plicit aproximation of R and P. Unlike those two algorithms, the Q-learning algorithm
allows to find an optimal policy without explicitly aproximating R and P [8, 9]. The
Q-learning algorithm estimates the optimal Q function

Q*(x,a)=R(x,a)+y ) _P(x,a,y)V*(). (2.4)
y

Knowing the Q*(x,a) the optimal value function is found from V *(x) =max, O*(x,a).
Given the experience at step ¢ (x;, a;, y;, r;) and the current estimate Q;(x, a) the Q-
learning updates to the next step

Qr+1(xs,ar) 1= (1 — o (xy, ar)) Qr(xXs,ar) + ar (xy, at)(rt Ty m(flx Q¢ (yr, a)). (2.5)

Littman and Szepesvari [11] have shown that the Q-learning algorithm converges
to the optimal Q function with probability 1 over X x A.

3. Application of MDP in a virtual learning environment

Let us avoid the detailed structure of the multiagent system of the VLE [3] and define
only four possible states of our abstract teacher agent. The first possible state we enti-
tle Beginner, the second — Preintermediate, the third — Intermediate, and the fourth —
Advanced, with the meaning that the agent knows the learner has beginner, preinter-
mediate, intermediate, and advanced knowledge level in the defined Curricullum [3,
1, 2]. Actions that the agent could take in each state are enumerated as follows: the
first — show topic material (STM), the second — give self-test with feedback (GST), the
third - give evaluation test (GET). The rewards that the agent gets after transition to
the corresponding state are 0, 5, 10 and 20. The probabilistic set of possible states of
the agent is depicted in the Fig. 1. Our goal is to find an optimal policy for the teacher
in the terms of reinforcement learning, which will show the actions of the teacher that
are best to apply as a teaching method in order to maximize the future rewards and
to reach the goal state as quick as possible. In this case the goal state is the fourth
possible state of the teacher agent. Solving the given problem we apply the Q-learning
algorithm. After iterative computation the matrix of Q-factors is computed.

This matrix has the number of rows equal to the number of the possible states of the
agent and the number of columns equal to the number of actions available. In our case
this is an 4 x 3 matrix. An action to take first in the learning phase of the algorithm
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Fig. 1. The probabilistic set of possible states of the agent.

is defined stochastically by generating a random value. This means that values of Q-
factors in the matrix Q may vary in the different runs of the algorithm. For example,
after the rountine run of the algorithm we got the following matrix of Q-factors:

0.0003  0.0000 0.0335

| 0.8518 0.0295 3.0893
Q= 2.9585 1.9024 2.0360
11.5192 22.1915 1.5325

From this matrix we find the optimal value function V*(x), which defines the op-
timal policy for our agent. Optimal value function selects the maximum Q-factors in
each row of the given matrix. The maximum Q-factor has a meaning that correspond-
ing action (the number of the column) is the best in the corresponding state (the number
of the row). According to the given Q-matrix the optimal policy for the agent 1s defined
by the mapping {rom states to actions 7 (x): X — A as is shown bellow.

Tx): X—> A
X A
1 (Beginner) 3 (Give Evaluation Test)
2 (Prelntermediate) 3 (Give Evaluation Test)
3 (Intermediate) 1 (Show Topic Material)
4 (Advanced) 2 (Give Self-Test)

4. Conclusions

The investigations done have shown that the behavior of the tutor could be modelled
applying the agent paradigm. For that purpose possible states, actions of an agent and
rewards it receives should be introduced. The task of training the agent to apply the
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optimal learning strategy could be formulated as the problem of RL and the Q-learning
algorithm could be applied for finding such a policy.
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REZIUME

D. Baziukaité. Intelektualinés virtualios mokymo(si) sistemos: Markovo sprendimo priémimo proceso
taikymas

Straipsnyje aptariamos baigtinio Markovo sprendimo priémimo proceso taikymo prielaidos virtualioms
mokymosi sistemoms intelektualizuoti parodant, jog virtualioje mokymosi sistemoje veikian&iy agenty
buseny aib¢, agenty priimami sprendimai ir peréjimai i§ vienos biisenos i kita gali biiti modeliuojami
taikant Markovo sprendimo priémimo procesy ir sustiprinto mokymosi (Reinforcement-Learning) teori-
jos rezultatus. Intelektuali mokymosi sistema suprantama kaip gebanti parinkti optimaly mokymosi kelia
besimokanciajam ir koreguoti savo veiksmus atsizZvelgdama i laikui bégant igyta patyrima. Sustiprinto
mokymosi problemai, optimalios vertés funkcijos V*(x) radimui, spresti galima taikyti ivairius algorit-
mus. Vienas jy - tai @-mokymosi (Q-learning) algoritmas, leidZiantis surasti optimalia Q*(x, a) funkcija.
Stochastinés aproksimacijos teoremos salygy ivykdymas Q-mokymosi algoritme uZtikrina algoritmo kon-
vergavima i optimalia Q*(x, a), o tai reiSkia ir i optimalia vertés funkcija V*(x).



