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Introduction

The algebric structure of quasi-cyclic codes has been studied using a module structure
over an infinite ring [1], Gröbner bases [2], the discrete Fourier transform and chain rings
[3, 4]. In this paper, we study the algebraic structure of quasi-cyclic codes using concate-
nated codes. We show that every quasi-cyclic code can be expressed as a concatenation of
an inner linear code and an outerFq-cyclic code (i.e.,Fq-linear code overFqm invariant
under cyclic shift) and we study their properties.

1. Preliminaries

See [5, 8] for more details on error-correcting codes.
Let q be a power of a prime number, letm be a positive integer. Let’s denoteFqm the

finite field of cardinalityqm.
Let Fbe any finite field, and letK be its subfield. Letn be a positive integer. Acode

of length n over F is a non-empty subset of the vector spaceFn. The vectors of a code are
calledcodewords. If a code overF is a linear space overK, it is calledK-linear. F-linear
code overF is called simplylinear. If a linear code is of lengthn and of dimensionk it
will be said that it is a[n, k] linear code. AK-linear codeC over F is calledK-cyclic
if any cyclic shift of a codeword is also a codeword, i.e., whenever(c0, c1, . . . , cn−1) is
in C then so is(cn−1, c0, . . . , cn−2). A F-cyclic code overF is called simplycyclic. A
linear codeC is calledquasi-cyclic if there is some integers such that every cyclic shift
of a codeword bys places is again a codeword. The smallest suchs is called theindex of
C. The index ofC divides the length ofC.

Let C be a code of lengthn overF, let J = {j1, j2, . . . , jt} be a subset of the index
set{0, 1, . . ., n− 1}. Then the codeC restricted to J is the code

C|J = {(cj1 , cj2, . . . , cjt) | (c1, c2, . . . , cn) ∈ C}.

If C is linear,C|J is linear too. LetC be a[n, k] linear code overF. A setJ of cardinality
k is called aninformation set of C if C|J = Fk, i.e., if we get all possible vectors of
lengthk.

Let B be a[nB, kB] linear code overFq . ThenB andFqkB are isomorphic as linear
spaces overFq. Let θ : FqkB → B be an isomorphism.θ allows to replace any element of
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FqkB by a codeword ofB, and vice versa. LetnE be a positive integer. Define aFq-linear
applicationΘ by

Θ : FnE

qkB
−→ BnE

x = (x1, . . . , xnE) �−→ Θ(x) = (θ (x1) , . . . , θ (xnE)) ,
(1)

whereΘ(x) may be considered as a vector of lengthnBnE made from the coordinates
of vectorsθ (x1), θ (x2), etc., in that order. LetE be aFq-linear code of lengthnE over
FqkB . Theconcatenated code of B andE is the codeC composed of the codewords of
E in which the elements ofFqkB are replaced by the codewords ofB by means ofθ, i.e.,
C = Θ(E) = {Θ(x) | x ∈ E}. The codesB andE are called respectively theinner and
outer codes ofC. We will denoteC = B�θE. It is evident thatC is a [nBnE , k] linear
code overFq wherek is the dimension ofE as a vector space overFq . The concatenated
codes were extensively studied by Sendrier [6, 7].

2. The concatenated structure of quasi-cyclic codes

Let C be a[n, k] quasi-cyclic code of indexnB over Fq . We know thatnB dividesn.
DenotenE = n/nB. Let

Ji = {inB , inB + 1, inB + 2, . . . , (i+ 1)nB − 1}, 0 � i � nE − 1.

{Ji}0�i�nE−1 is a partition of{0, 1, . . . , n− 1}. Denote

Bi = C|Ji , 0 � i � nE − 1,

the codeC restricted toJi. The codesBi are linear. Using the fact thatC is quasi-cyclic,
we prove the following property:

PROPOSITION1. Bi = Bj ∀ 0 � i, j � nE − 1.

Since allBi are equal, we will denote them byB, i.e.,

B = B0. (2)

Let kB be the dimension ofB.
Let θ : FqkB → B be aFq-linear isomorphism. LetΘ be defined by (1). Then

Θ−1 : BnE −→ FnE

qkB

x = (x1, . . . , xnE) �−→ Θ−1(x) =
(
θ−1 (x1) , . . . , θ

−1 (xnE)
)
,

wherexi ∈ B ∀ 0 � i � nE − 1, is aFq-linear isomorphism too. Let

E = Θ−1(C). (3)

Then we have:
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PROPOSITION2. E is aFq-cyclic code overFqkB of lengthnE . The dimension ofE as
a vector space overFq is k, the dimension ofC.

From the definition of concatenated code we get:

Theorem 1. Any quasi-cyclic code C can be expressed as a concatenated code of B
and E, i.e., C = B�θE, where B and E are defined respectively by (2) and (3), and
θ : FqkB → B is any Fq-linear isomorphism, where kB is the dimension ofB. Conversely,
if B is a [nB, kB] linear code over Fq , E is a Fq-cyclic code over FqkB of length nE ,
θ : FqkB → B is any Fq-linear isomorphism, then C = B�θE = Θ(E) is a [nBnE , k]

quasi-cyclic code of index nB, where Θ is defined by (1), and k is the dimension of E as
a vector space over Fq .

3. The study of restricted codes

The proofs of the results of this section are rather technical and are omitted for lack of
space. They will be given in the extended version of this paper.

Let C be a[n, k] quasi-cyclic code of indexnB overFq . DenotenE = n/nB. Let

Ii = {i, nB + i, 2nB + i, . . . , (nE − 1)nB + i}, 0 � i � nB − 1.

{Ii}0�i�nB−1 is a partition of{0, 1, . . ., n− 1}. Denote

Ci = C|Ii, 0 � i � nB − 1,

the codeC restricted toIi. The codesCi are linear. Using the fact thatC is quasi-cyclic,
we prove the following property:

PROPOSITION3. Ci is a cyclic code for all0 � i � nB − 1.

Let B andE be defined respectively by (2) and (3), and letθ : FqkB → B be aFq-
linear isomorphism, wherekB is the dimension ofB. Thesupport of a codeA is the set
of coordinates where at least one codeword ofA is nonzero. IfA1, A2, . . . , At are codes
of the same length over the same finite field, then the code

∑t
i=1 Ai is defined by

t∑
i=1

Ai =
{ t∑

i=1

ai | ai ∈ Ai ∀i
}
.

We study the properties ofCi.

PROPOSITION4.

• If i does not belong to the support ofB, thenCi = {0}, where0 is the zero vector.
• Let J be an information set ofB. ThenCi ⊂

∑
j∈J Cj for all 0 � i � nB − 1.
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We know that the outer codeE is aFq-linear code overFqkB . WhenE is linear, i.e.,
satisfies a stronger condition, we can say more.

PROPOSITION5. LetE be linear. ThenCi = Cj for all 0 � i, j � nB − 1 belonging to
the support ofB.

The linearity of the outer codeE is not a necessary condition to haveCi = Cj for all
0 � i, j � nB−1 belonging to the support ofB, because there are some instances where
this is satisfied withE onlyFq-linear.

WhenE is linear, we can say even more. LetB be a[nB, kB] linear code overFq,
let E be aFq-cyclic code overFqkB of lengthnE , let θ′, θ′′ : FqkB → B beFq-linear
isomorphisms, denoteC ′ = B�θ′E, C ′′ = B�θ′′E, C ′

i = C ′|Ii, C ′′
i = C ′′|Ii for all

0 � i � nB − 1.

PROPOSITION6. LetE be linear. ThenC ′
i = C ′′

j for all 0 � i, j � nB − 1 belonging to
the support ofB.
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Ryšys tarp kvaziciklini ↪u ir sankabos kod ↪u

G. Skersys

Parodome, kad kiekvienas kvaziciklinis kodas gali b¯uti išreikštas kaip vidinio tiesinio kodo ir
išorinioFq-ciklinio kodo sankabos kodas, tiriame j↪u savybes.


