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1. Introduction

There are various statistical methods for improving estimators, using auxiliary informa-
tion. The calibration method is one of them. The growing power of calculation abilities
stimulates consideration of estimators, based on the exténsive use of auxiliary informa-
tion. This kind of estimators can be used in official statistics. The calibration technique
for the estimation of population totals was presented in [1]. In [1] and [2] the calibrated
estimators of totals for estimating in the presence of nonresponse are considered. In this

paper, a nonlinear calibration problem is formulated. Some calibrated estimators of the
ratio of totals are proposed.

2. Calibration problem

Consider a finite population Y = {uj,us,...,un} of N elements and g population
variables y(1, ..., y{9, where y9) is taking values y,1, ..., ¥;n-

Let 0 be a parameter to be estimated and it is expressed as a function of g population
totals t = (t1,...,tq):

N
0=F(t)=f(tr,.-rtq), ti=) Uk
k=1

Suppose that for each population element k, & = 1,..., N, and the variable y9), the
vector of auxiliary information x) = ("3§31)’ ... ,:cfc’ znj) is known. It means that, for
different study variables y(), j = 1,...,q, we may use a different N x m; matrix of
auxiliary information.
Denote by t = (t;,...,t,) the Horvitz-Thompson estimator of the totals t =

(tl, .o ey tq)t

. Yik :

t; = —_— = - =1,...,q.

J Z Tx deyjk'p J 17 v q

kEs keEs

Here s C {1,2,..., N}isaset of indices of a random sample from the populationlf; 7y,

denote the inclusion probability of the element u,, into the sample; dy is usually called as
a design weight of the element ux, k =1,2,..., N.
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Write
N .
69 = 3" x0.
k=1

Let us calibrate the estimators %, i.e., find new weights w(’) k € s, which:
1) for some (possibly vector-valued) function g

gD, . . i@y =4 (tgn, . .,t;q))

with

9 =S w0, =10
keEs

2) the distance between w,(cj )
measure.

Now the calibrated estimators of totals ¢; can be defined as

fi(cal) =S wPypk, G=1,...00,
kEs

and the design weights dj is minimized by some distance

and the calibrated estimator of @ as

O(cal) = f (£1(cal), ..., ty(cal)).

Note, that different auxiliary information can be used for different study variables and
different weight systems for the estimation of different totals ¢;. This feature enables us
to select separately the auxiliary information for different study variables.

3. Examples of distance measures

Let us introduce free additional weights gx, kK = 1, ..., N. One can modify estimators by
choosing gx. Otherwise, we can put g = 1 for all k. The following distance measures
can be considered:

ERY:
L1=Z(’wk dk), Lzzz_@ilo %_i(wk_dk)

P drqk s 4 di Q&
— /di)? d 1
L3:Z2(\/wk vdi) | L4:Z__Iglo 'lcll)k + 2wk — ),
kes dk kes qk k qk
(wk —-dk 1 swy 1 7/ wg 2
L ., Lg= — -1 L= —1]) .
° ,?L; WGk ° :L; (dk ) ! g;s qk ( Vi )

The measures L1 — Lg are mentioned in [1].
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4. Calibrated estimators of the ratio

Consider two study variables y and z, taking values {y1,¥2,...,yn} and {21, 2, . . .,
zn }, respectively. Let t,, and ¢, denote unknown population totals of y and z:

N N
ty =D Uk, t:=) 2.
k=1 k=1

We are interested in the estimation of the ratio of two totals R = t, /t,.

Suppose, the variables of auxiliary information £(*) and z(#) are available for the
study variables z/ and z, respectively. It means that we know the population values
:rgy), mgy), e T 13) and x(lz), :cgz), . x%), where (%) serves as auxiliary information
for the study variable y and z(?) — for the study variable 2. In official statistics this auxi-
liary information may be known from the previous census, administrative data, other
sources.

So, we assume that the population totals

N N
(9 =3"2®, ) =3P
k=1 k=1

are known. It means we know the ratio Ry = t¥) /t{*). Let us formulate a calibration

problem in this particular case: find a system of calibrated weights w,(cl), w,(f) , k € s,

which satisfy calibration equation:

(1)
RO . Zkés wk xi:y)

_ | (1)
2 z
Zkés (2) (2)

Wy "Iy,

and minimize the loss function

-~

(1) di)2 (2) _ di)2
LP(w,d) = 5 W y I y ) )
ks kqk kes kqk
The respective ratio estimator will be
(1)
B _ Zkes Wy " Yk (3)

5 .
Zkes wl(c )zk

The solution of this calibration problem is as follows.

PROPOSITION 1. The weights w,(:), w,(f) , k € s of the calibrated estimator (3) which
satisfy (1) and minimize (2) are given by

w,(cl) = d} (1 — Qk 2ikes dk(xi’y) — ROxS)) xiy)) k € s.
Y kes dkak((z)2 + R (2(V)2)
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(v) (2)
dp. — Ry
w,(f) = dg (1 + qk Zkes ((y) 0%k ()z) Roazfcz)), k € s.
ZkES quk((xk )2 +R3(xk )?)

The proof of this proposition is similar to that of the special case when w),(c ) = w,(cz),
and can be found in [5].

The distance measure L, alone is being used in practice, even calibrating estimators
of population totals. Let us take the distance measure L¢g and w( ) = w,(cz), k € s, for

simplicity. Then the calibrated estimator of the ratio R is of the form

1’%(1) . Zkes WrYk
w h— )
Zkes Wk 2k

EO _ ZkEs wkxfcy)
Zkes wk‘r§:)

PROPOSITION 2. The weights wy, k € s of the calibrated estimator RS,,I ) which satisfy
the calibration equation Ry = Ry and minimize L¢ are given by

here 7, = :c,(cy) ~ Roa:gcz).

Proof. Define the Lagrange function

1 fw 2 =
l:Z (d—:—1> — A(Ro — Ro).
ke

~a

ol .
The derivatives _8 are equal to zero in case
Wi

A A
-e qkdit, (4)

where 7 = xfcy) — ﬁgxff), £ = > kes WKy (=) . Summing (4) multiplied by 7, we can
find

A= (z) Zkes dk?"k

. (5)
Zkés kdk"k

The proposition follows from (4), (5) and the calibration equation EO = Ry.
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The weights wy. can be negative. This feature is unacceptable in the practice of the of-
ficial statistics. The generalized calibration problem for the ratio does not have an explicit
solution for the distance measures Ly — Ls and L7. In the case Ly and L3 the approximate
solution is the same as for L;.

Let us consider the distance measure L7 and the case w,(cl) 2)

=wk

PROPOSITION 3. The weights wg, k € s, that satisfy the calibration equation Ry = ﬁo
and minimize L7, satisfy the equation

wr — dk(’\_gcz))2 b — 7o) ZkEs (qzdkrk)—l (%f‘ - 1) 6)
T (1 — bgrdiri)?’ T2y e we(grdr)TT

.

Equations (6) can be used for the iterative procedure. At the initial step, one can take
wy = di on the right hand side. The attractive property of this system of weights is
positivity.

We can construct many different calibrated estimators of the ratio, using different ca-
libration equations and different distance measures. The simulation study is needed to
define preferences among many possible estimators of the ratio. The approximate varian-
ces of these estimators can be found using the linearization technique.
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Santykio ivertiniy kalibruoti svoriai
A. Plikusas

Straipsnyje suformuluotas apibendrintas netiesinés kalibracijos uZdavinys. Pateikti dviejy sumy

santykio jvertinio svoriy kalibravimo pavyzdZiai. Pasiiilytos kelios atstumo funkcijos ir atitinkamos
svoriy sistemos.



