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1. Introduction

Let us have a sample supposed to satisfy a multidimensional Gaussian mixture model
with outliers (i.e., random noise). Let us consider the problem of estimating a posteriori
probabilities from the sample.

The most common method for this problem is application of the EM algorithm to
the initial sample. Besides that, it is known (see, e.g., [1]) that projection of a sample to
a lower dimension subspace (so called discriminant subspace, see, e.g., [4]) can reduce
errors of the estimates of a posteriori probabilities. This requires an additional step —
estimating of the basic vectors of the discriminant subspace. The presence of a random
noise makes this problem more complicate (see, e.g., [2]), especially because of non-
robustness of the projection pursuit procedure, which is step-by-step procedure to find
the basic vectors of the discriminant subspace.

R. Rudzkis and M. Radaviius in [3] proposed the sequential procedure of selection of
initial values for the EM algorithm. This procedure has an additional cluster (background
cluster). At each step of the procedure sample elements, which can be hardly assigned
to any of Gaussian clusters are assigned to the background cluster. At the end of the
procedure background cluster is deleted or replaced by the Gaussian cluster. We propose
modification of the mentioned procedure, which is suitable to delete the outliers from
the sample. At the end of the procedure we leave some positive noise level and the vast
majority of the outliers are assigned to the noise cluster. This allows us to remove the
outliers from the sample.

Computer simulation results show that properly selected noise level at the end of
modified automatic procedure helps to assign the outliers to the noise cluster and easily
remove them.

Theoretical background of the problem of classification of multidimensional Gaus-
sian mixture is given, e.g., in [3]-[5]. The problem of robustness in cluster analysis of
multivariate observations is analysed (especially, using minimum contrast estimates with
truncated contrast function), e.g., in [6]. We are thankful to prof. R. Rudzkis who gave
the idea and many constructive and valuable remarks. The introduction presents already
known methods.
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Main definitions. Let have ¢ independent d- dimensional Gaussian random variables
Y; with different distribution densities ¢(-; M;, R; ) = Lp,, where means M; and covari-
ance matrices R;, 1 = 1,2,..., g, are unknown. Let v be random variable (r.v.) indepen-
dentof Y;, % = 1,2,...,q, and taking on values 1,2, ..., ¢ with unknown probabilities
p; >0,i=1,2,...,q,respectively. We observe d-dimensional r.v. X =Y. Each obser-
vation belongs to one of g classes depending on r.v. v. Distribution density of r.v. X is
therefore a Gaussian mixture density

Zp,% )< f(z,0), zeRY, )

where 8 = (pi, Mi, Ri, i = 1,2,...,q) is an unknown multidimensional parameter.
Probabilities p; = P{v = i} are a priori probabilities for r.v. X to belong to ith class.

We will consider the general classification problem of estimating a posteriori proba-
bilities 7(3, z) = P{v = i|X = z} from the sample {X;, X2,..., Xy} = 4f XN ofiid.
random variables with distribution density (1). Under assumptions above

(i, x) = w3, z) = 1;201;(0)) 1=1,2,...,q, z € R% 2)

We define a set K; = {X,n(s,-)} as a cluster corresponding to the ith class and the
selected classification rule .

The most common method to estimate a posteriori probabilities is based on the EM-
algorithm (see, e.g., [3]). The EM algorithm is an iterative procedure, which starts either
from given parameter  or given a posteriori probabilities applying in turn formula (2) for
calculation of a posteriori probabilities (i, X;), i = 1,2,...,¢9,j = 1,2,..., N, from
given parameter 6 or the following formulae

pi=7]\}—£7r(i,Xj), 1=1,2,...,q, (3a)
j=1
M1=l§:”(‘*xf)x- i=1,2,...,q (3b)
Nj=1 i 'E ) ' 4,
R.=_l_iﬂ(i’xj)(X'—Mi)(X'—M-)T i=1,2,...,q (3c)
i Nj_:l i J J 1) )&y L 8}

for calculation of the parameter § from given a posteriori probabilities 7 (i, Xj;),
i=1,2,...,9,7 = 1,2,..., N. The EM algorithm usually ends after some predefined
number of iterations.
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2. Procedure of the removal of the outliers from the sample — computer simulation
results

Procedure of the removal of the outliers from the sample is based on the sequential pro-
cedure of selection of initial values for the EM algorithm proposed by R. Rudzkis and
M. Radavi&ius in [3). Very briefly (for details see [3]), given some number r € {0,1,.. 3}
it is supposed that

f(z) =) pigi(z) + Poh(z) « fi(z,0) + Poh(z), z€R?, @
i=1

where h(z) is supposed to be a non-Gaussian distribution density. We call the cluster
Ko = {X",m(0,-)} corresponding to the distribution density h the background cluster.
The procedure gives an initial estimate for the next component pr41¢r+1(x). Let f be a
nonparametric estimate of d.d. f. Denote

A(X) = 0c(X,0) = [f(X) - f:(X,0)],, XeX". )
The a posteriori probabilities are calculated using formulae

71‘(0,X) = m9(0, X) =Ar(X)/f(X)’ X EXNa (6a)
(i, X)=mo(i, X)=[1 - (0, X) M,

=1,2,...,r, XeXN. (6b)
(X, )

The probability of the background cluster is calculated using formula

1 N .
o= 37 2_m(0, X5). @)

As r becomes equal to g we set 7(0, X) = 0 in (6a) and thus po = 0.

This method is implemented in the software (i.e., DLL’s written in Pascal language)
created in Institute of Mathematics and Informatics (Vilnius) by R. Rudzkis, M. Ra-
davitius, G. Jakimauskas and J. SuSinskas. The main advantage of the software is a
possibility of completely automatic estimation of the parameters of the Gaussian mix-
ture.

We propose the modification of the mentioned automatic procedure, which is suitable
to remove the outliers from the sample. At the end of the sequential procedure (also in
all intermediate steps) we leave some po > €, where the choice of ¢ depends on the
actual noise level. Also we omit further procedures of joining clusters, refinement of the
parameters, etc., that are present in the full automatic procedure.

Suppose we get some value of the probability of the background cluster po us-
ing the formula (7). Denote f; = max(po,€) and in (4) recalculate probabilities p,
i = 1,2,...,r, proportionally, so that for recalculated probabilities the equation
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S0P, = 1 will hold. Let 6 be the corresponding parameter. Denote Ay =
Ar/ || ArllL,- We apply the EM procedure instead of (6a) using the formula

= * /
7(0,X) = 79:(0, X) = = Bo - Ar(X, ) XeXV. 8)

Fr(X,0) + B ANX, 0

Then we recalculate the probability of the background cluster using formula (7). To avoid
calculation errors we repeat the procedure of recalculation of the probabilities. Clearly the
inequality po > € will hold.

After the Bayesian classification we can suppose that the vast majority of the outliers
are assigned to the background (noise) cluster.

In praétice we have a problem of selecting the proper value of €. Presented computer
simulation results show that the proposed method is not very sensitive to the selection
of . We use Bayesian classification rule to assign the sample elements to the noise cluster
or to the one of Gaussian clusters.

We have done computer simulation of the random noise by adding Gaussian compo-
nent with small probability, zero mean and unit covariance matrix multiplied by suffi-
ciently big constant to the various Gaussian mixture models, especially considered in [1]
and [2].

In this paper we present three examples. In all examples we simulated the sample XN
with the sample size N = 1000 and applied the modified automatic procedure with the
various values of . In the first two examples as basic mixture model we selected 3-di-
mensional Gaussian mixture model with three clusters with means (-5, 0, 0), (5, 5, 0,),
(0, —5, 0), equal probabilities and unit covariance matrices. In the third example as basic
mixture model we selected 5-dimensional Gaussian mixture model with three clusters
with means (-5, 0, 0,0, 0), (5, 5,0,0,0), (0, =5, 0,0, 0), equal probabilities and unit co-
variance matrices. In the first and the third example we selected noise level equal to 0.04
and corresponding covariance matrix equal to unit matrix multiplied by 40. In the sec-
ond example we selected noise level equal to 0.01 and corresponding covariance matrix
equal to unit matrix multiplied by 100. Given results are averages over 100 independent
realizations.

We give number of extracted outliers (in per cent) and number of sample elements,
which belong to the regular Gaussian clusters, which were classified as outliers (in per
cent).

We can see that in the sufficiently wide range of & the number of extracted outliers is
close to the maximum available value. Beginning from the some value of € (depending
on mixture model and actual noise level) the number of extracted outliers increases very
slowly. This can be a recommendation for choosing an appropriate £ in practice. Number
of non-outliers classified as outliers is comparatively very small, so we loose a little infor-
mation estimating Gaussian mixture parameters from the sample with removed sample
elements classified as outliers. Note that some irregularities in the presented examples
are caused not only by pure random factors but also by the different behaviour of the
automatic procedure with different values of €.
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Computer simulation results show that properly selected probability of the back-
ground cluster at the end of modified automatic procedure helps to assign the outliers
to the noise cluster and easily remove them.
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'V o

Procediira iSsiskirianciuy stebéjimy iSskyrimui iS imties,
patenkinancios daugiamacio Gauso miSinio modelj

G. Jakimauskas

Nagrinéta procedira i§siskiriandiy stebéjimy iskyrimui i8 imties, patenkinan¢ios daugiamatio
Gauso miinio modeli, Straipsnis paremtas Gauso mi3iniy statistinio vertinimo matematiniais meto-
dais, pasiiilytais R. Rudzkio ir M. Radavi&iaus (1995), ypa¢ nuoseklia pradiniy reik¥miy EM algo-
ritmui parinkimo procediira su papildomu tarpiniu triuk§mo klasteriu. Pateikiami kompiuterinio
modeliavimo rezultatai rodo, kad tam tikra minétos procediiros modifikacija yra gerai tinkama i§-
siskirian¢iy stebéjimy i§skyrimui i§ imties.



