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1. Introduction and notation

Calibrated estimators are widely used in survey sampling. The calibrated estimator of a
total was presented by Devile and Sirndal [1]. The calibrated estimator of a ratio was
introduced by Plikusas [5]. In the case of significant correlation between study and auxi-
liary variables, the variance of a calibrated estimator is lower. The calibrated estimators
can also be efficiently used in the presence of nonresponse (see Lundstrom [2], Lund-
strom and Sarndal [3]).

A finite population{ = {u1,us,...,un} of N elements is considered. Let y and 2
be two study variables defined on the population U and taking values {y1,92,---,yn}
and {21, 22, ..., 2N}, respectively. Denote by ¢, and t. unknown population totals of y
and z:

N
ty=D U t:=
k=1

We are interested in the estimation of the ratio of two totals R = ¢, /t.. There are many
examples in survey statistics where the ratio is the main parameter to be estimated. The
survey of wages and salaries is an important example of such kind. Auxiliary information
can be taken from the previous complete surveys and various enterprise registers.

M=

Zk-
k=1

2. Calibrated estimator of the ratio

Denote by #, and ¢, the Horwitz—Thompson estimators of the totals ¢, and ¢

fy=z%z-=zdkyk, £=Z;—:=dezk.

kEs k€s k€s kEs

Here s C {1,2,..., N} isaset of indices of a random sample from the populationif; 7,
denote the inclusion probability of the element u, into the sample; di. is usually called
the design weight of the element uy, k=1,2,...,N.
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Given estimators t, and t, one can use a straightforward estimator of the ratio R=
fy /fz. We offer another ratio estimator that uses some known auxiliary information.

Suppose that a vector valued variables x, and x are known for the variables y and z
correspondingly:

Xyk = (xykly'”vxykm)’ Xzk = (-Tzklv---axzkm), k= 1$2)"'7N'

Denote Ro = (Roz, - - - , Rom), where

ey Tyks

k=1 Tykj .

ROj = N 3 J= 1,.
D k=1 Tzkj

are known population totals.
We propose a calibrated estimator of the ratio

c,m

B - D kes Wk Yk
= Lzkes WkUk
ZkEs Wi 2k

with weights wy, k € s, called calibration weights. Calibration weights have to satisfy
two requirements. The first one is the calibration equation:

Row = Ro, (1)
with Rgy = (ROwla ey Rme) and

_ Zkes WkTykj

ROw ] —
] 3
Y okes WkTzkj

=1,...,m.

The second requirement is that calibration weights be as close to the initial design weights
as possible. We use the usual loss function to measure the distance between the weights:

Liw,d) =y (W= B | @

< diqr

Here qx, k = 1,2,...N, are some individual positive weights. We are free to choose
qx and by choosing gx we can get different estimators of R. Write x’ for the transposed
column vector X.

PROPOSITION 1. The calibrated weights satisfying (1) and minimizing (2) are
wi = di(1 + qraig),
here a}, = (ak1,---,akm)> Akj = Tykj — Rojz,kj, 5 =1,...,m,and

g= —’i‘_l deak, T= deqkakafc .
kes keEs
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Proof. Define the Lagrange function

_ (wk - dk)2 BV ’r_
= f:;_dek N(Row —Ro), N =(A1,..., Am).

R ol
The derivatives — are equal to zero when

Owy,
Wy = dk(l + qkach), A= (Al, ... ,Am), 3)
Aj /\j = 1, S, m

= ——,
2 Ekes kazkj

It follows from (3), that

m
E’UJkkaj = Edkmykj + ZAz zxykjakiquk7 ] = 1’ sy, (4)

kes kes i=1 kes

and

m
E WrTzkj = Z drZzkj + Z A; Z Tokj0kideqr, J=1,...,m. )

kes keEs i=1 kes

Combining (4) and (5), we can find that

TA = - Z dkak.
kes

This completes the proof.

Note that the calibrated weights wy are random: they depend on the sample s. So the
calibrated estimator of the ratio ﬁw as well as kngwn calibrated estimator of the total is
more complicated than straightforward estimator R.

An approximate variance of the estimator R, can be found using Taylor’s lineariza-
tion method. The variance of the linear part of the Taylor expansion is usually used as an
approximate variance of complicated estimators. We need some additional notation for
the expression of the approximate variance. Denote by T the m x m matrix

N
T= Z drgrakay,
k=1

and by T};,1,j = 1,...,m, the algebraic adjunct of the element t;; of matrix T. Write:
T/ = (T;'l: .. 'aﬂm)a

1

N N
Ty =) degiyrar, T:= ; dyqrzkal,
k=1 =
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Now we can formulate

PROPOSITION 2. The approximate variance of the estimator ﬁw is

1 er €]
Avar w *—2 Z (Trkl—ﬂ'km)——‘
t T Tk M

Here

ex =Yk — Rze + ) _biaki, b= (RT,-T
=1

y)rﬁ-

71 is the inclusion probability of the pair of elements ux and v; into the sample.
We omit the proof which is completely technical.

3. Some properties of the calibrated estimator of the ratio
Let us compare the variance of the calibrated estimator of the ratio with the variance
of some other possible estimators of the ratio. Let variables z: Zy1, Zy2, - - ., TyN» T3

Z,1,Z32,.-., ;N Serve as auxiliary variables for the study variables y and z, respec-
tively,

N N
t y=zxyk7 tzz=szk~
k=1 k=1

One can take the ratio estimators of totals ¢, and t, and consider the following ratio
estimator of ratio

D
i ~a ~~
ﬁ _ txy txy t::y tyt:t:z _ RO ty Tz
rat — = - == = <=
’t'té‘tzz Tz tzt:cy tzta:y
The ratio
Ry = lzv
trz

is supposed to be known. The approximate variance of such an estimator is
-~ 1 ~ o~ ty ~ ~
Avar(Ryqt) = t_zv‘"'((ty - Rt,) - Z——(t,y — Rots,)) .
z Ty

Another possibility is to take the regression estimator of totals and

~

(tzy - tzy)By
o~ ~ b}

+
+ (txz - tzz)Bz

~

Rreg

“) SH)
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where

5 Skes Gy — By)(Tyk — Bay)

Zkes dk(‘vyk - ﬁzy)z

E — Zkes dk(Zk - ﬁl)(xzk - ﬁzz)
’ ks de(@ek — Ber)?

bl

The approximate variance of the estimator ﬁ,eg is (see, for example, [4])
~ 1 - ~ —~ ~
AVar(Ryeg) = t—2Var((ty — Rt,) — (tzy By — Rt;.B.)),
z

where

)

B, = ket Ve = 1) zye — pzy)
ZIJ:I=1 (xyk - ,u:z:y)2

— Z:cv=1 (Zk - Nz)(l'zk - ;U'a:z) ‘
ZkN=1 (T2k — Hz2)?

B,

Now we formulate some properties of the estimators of the ratio.

1. Approximate variance of the calibrated estimator of the ratio is not higher than the
approximate variance of a simple ratio estimator for any sample design:

AVar(R,) < AVar(R).

2. Under the condition

-~ - 1t, [Var(tsy — Rotzz)
t, — Rt,, 1y — Rotzz) > =% O
p( v zrtey — Ro u) 7 2ty Var(t, — Rt.)

the approximate variance of the ratio estimator of a ratio is not higher than the variance

of a simple ratio estimator
AVar(R,at) < AVar(R)

for any sample design. Here p denote the correlation coefficient.
3. Approximate variance of the calibrated estimator of the ratio is not higher than the

approximate variance of the ratio estimator of a ratio for any sample design:

~

AVar(R,) < AVar(Rrat).
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Table 1
n | &R) &Rw) (Brar)
15| 021 0.17 0.17
16 | 0.19 0.15 0.16
17 | 019 0.15 0.15
18 | 018 0.13 0.14
19 0.16 0.13 0.13
20 | 015 0.12 0.12
21 | 014 0.11 0.12
22| 013 0.11 0.11

4. Some simulation results

Some preliminary simulation was performed for the small population with N = 32
The data were taken from the Lithuanian survey on wages and salaries. The historical
data (from the previous complete survey) were used as auxiliary information. A sim-
ple random sample was examined. Usually a stratified sample is used in such enterprise
surveys. That is a motivation for the small population size. The Table 1 presents the co-
efficients of variation for sample sizes from 15 to 22. It should be mentioned that the
calibrated estimator is more efficient (i.e., has smaller variance) for larger populations,
even in the case where study variables are not strongly correlated with the auxiliary in-
formation (p = 0.3 — 0.5).
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Kalibruoti santykio ivertiniai, esant daugiamatei papildomai
informacijai

A. Plikusas, A. Petrikaité

Straipsnyje nagrinéjamas kalibruotas dviejy sumy santykio ivertinys. Kalibruoti jvertiniai pa-
prastai turi maZesnes dispersijas, juos galima taikyti, esant neatsakymams i apklausas. Rasta
pasiiilyto ivertinio apytikslé dispersija, kuri vienamatiu atveju palyginta su kai kuriy kity jau Zi-
nomy ivertiniy dispersijomis. Gauti preliminarlis modeliavimo rezultatai maZai populiacijai.



