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1. Introduction

Consider a finite population U = {uy,u2,...,un} of N elements and two study variab-
les y and z taking values {y1,2,...,y~} and {21, 22,.. ., v }, respectively. Let t,, and
t, denote unknown population totals of y and 2:

2

N
ty = Zyk, t, = sz.
k=1

k=1

We are interested in the estimation of the ratio of two totals R = t, /t,.

There are various statistical methods for improving estimators using auxiliary infor-
mation. The calibration method is one of them. The idea of calibration of the estimators
of totals was presented in 1992 by Deville and Sdrndal [1]. A calibration estimator uses
calibrated weights, which are as close as possible, according to a given distance measure,
to the original sample design weights and satisfies some calibration equations. In this pa-
per, the calibrated estimator of the ratio is introduced. Calibrated estimators can be used
in the presence of nonresponse, €.g., [2], [3].

2. Calibrated estimators of the ratio

Denote by £, and t, the Horwitz-Thompson estimators of the totals t, and t,:

keEs kes kes kes

Here s C {1,2,..., N} is a set of indices of a random sample from the population I/;
7, k = 1,2,..., N, denote the inclusion probability of the element v into the sample;
di, k=1,2,...,N,is usually called as design weight of the element .

Suppose, the variables of auxiliary information z, and z, are available for the
study variables y and z correspondingly. It means that we know population values
Ty1,Ty2, .- -, TyN and T;1,Tz2,. .., TzN, Where zy serves as auxiliary information for
the study variable y and z, — for the study variable 2.This auxiliary information may be
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known from the previous census, administrative data, other sources. So, we assume, that
the population totals

N N
tey = Z Tyky, lzz= szk
k=1 k=1

are known.

One possibility of constructing calibrated estimator of the ratio R is as follows. We
can construct calibrated estimators of the totals t, and t. using auxiliary vector Xxx
= (zyk, k) for the element uj as in Deville and Sdrndal (1992). The ratio of these
estimators of totals can be taken as an estimator of the ratio R.

Let us consider a different calibrated estimator. Suppose that the variable y is asso-
ciated with the auxiliary variable z,, and z is associated with x .. Denote the known ratio
by

N
- Ek:l Tyk
Ry==F—
Ek:l Tzk

and define the following calibration equation

Ry = Ekes Wk zyk_ Q)

Y kes Wk Tzk

. We use the standard loss function

L(w,d) = Z (o o q‘i") @

to measure the difference between the design weights di and calibrated weights wy. Here
gk, k =1,2,...N are some individual positive weights. We are free to choose gk and by
choosing gx we can get different estimators of R.

PROPOSITION 1. The calibrated estimator, whose weights wi satisfy (1) is given by

B, — okes WrUk

Zkeg Wk 2k '

where

_ Zkes dk(l’yk Roz.x)
wk = di (1 S ecs Gkak(Tyk — RoTzx)? (e Rox,k)), kes @

Proof. Define the Lagrange function

=% (w — di)? _ (Ekea Wk Tyk Ro)-

kes dk “{3 Zke, Wk Tzk,
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The derivatives of L are

0L 2w, 2 /\-Tyk—ROxzk

dwr  drgk Gk D kes WkTzk

These derivatives equal zero when

A Tyk — RoZ .k
wy = di + =dxgr —————. 4
k = di + 5 kK S ey WeTak 4
From (4) we can get
A Tz Rox,i)d
S wnzge = Y ik + 5 Les Tuk(yk ~ RoZan)digi )
kes keEs }:ke’ WiTzk
and
A Tk(x T.x)d
Zwk Tak = de Tak + 5 Lres Tok(2yk — Roz:) Ly 6)
kEs k€Es Eke' Wik Tzk
Summing (5) and (6) multiplied by Ro, we get
)= Zkea dk(zyk - Rozzk) Ekea Wi zk . )
> kes Bar(Tyk — Rozzk)?
Inserting ) from (7) into (4) the expressions (3) are obtained.
PROPOSITION 2. The approximate variance of the estimator ﬁw is given by
”‘”’(Rw) ~ 3 Z (Tt — 7rk7rz)——-—. ®)

Z k =1
Here

ex = yx — Rzx — Ri(zyx — RoTzk),

ty ZkN=1 gr(zyk — RoTzk) — t2 ZkN=1 gk(zyk — RoTzk)yk

R, = N 5
t:d k=1 qr(Tyk — Roz i)

7k is the inclusion probability of the pair of elements ux and uy into the sample.

Proof. We use Taylor linearization technique. The estimator R,, can be written in the
following form
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here

t = de%(xyk —Rozk)?, ta= Z di(zyk — RoZ:k),

kEs kGC
ts = kZ: drqr(zyk — RoTzk) Yk, ta= kzdek(l'yk — Roz 1k )2k
€s €s

Taking the derivatives of ﬁw by ?y,?,,ﬁ,fg,fa,?4 at the point (ty, t;,t1,t2,t3,t4) we
can derive the linearized estimator

-~ 1, ~ ~ ~
R,u=R+ Z-((t,, —t,) + Ri(t2 — t2) — R(t: — t.)),

where Ry = % (t4 — t3). A reasonable choice of the point ¢y, t2,t3, t4 is

N
ty = gk(zyk — Rozar)?, t2=0,

k—l

t3 = Z gk(Zyk — RoTzk)yk, ta= quc(zyk — Rox,i) 2k

k—
Then the variance of the linearized estimator is equal to
var(Rw;) = < var (Z di ek)
kes

where ex = yx + R1(zyk — Roz2k) — Rzk. Using the Result 2.8.1 from [4], we find that

€k &

var(Ruwi) = -Z z_(mc; 71';¢7r;)7r g

The proof is complete.

PROPOSITION 3. As the variance estimator of the calibrated estimator ﬁw we can take
kT \ €k €1 ’
var(R.,,) Z ( ) ——=. )
"2
b2 kles Tkt / Tk T
Here
& = Yk — Rwzk — Ri(zyk — RoT:k),

ty Zk—l qk(zyk - Rol‘zk) - tz Zke, dek(zyk - Roxzk)yk
tz Zk—l Qk(xyk - ROIzk)z

R =
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Let us comment the variance estimator proposed in Proposition 3. Using result 2.8.1
of [4], the unbiased estimator of the variance (8) is

P TETL \ €k €1
vaerl = Z (1 - —ﬂ'_) 71’—;
k,l€s kl kT

The values e contain the unknown parameter R;. We suggest to use
=~ Ry~ =~
R, = ?—(t4 —ta),
1

as the estimator of R;. Inserting R; instead of R; in the expressions of ex, we derive
estimator (9).

3. The case of nonresponse

Nonresponse by some selected elements of a sample occurs in almost every survey. It
is often the case, that responding elements have a different distribution as responding
ones. As a result some bias occurs if the nonrespondence is ignored. The calibration
may be considered as a unified approach for reducing nonresponse bias, using auxiliary
information.

Let us suppose, that some sampled elements do not respond and denote by r, 7 C s,
the set of responded elements. Define a new calibration equation:

Ry = D ker Wk Tyk (10)

 Yker Wk Tk

»

The summation in (10) is taken over the set of responded elements. The calibration equ-
ation requires that new weights wy estimates the auxiliary ratio exactly. This auxiliary
ratio may be taken from the previous census, administrative data or other sources.

PROPOSITION 4. The calibrated estimator, whose weights wy, satisfy (10) and minimize
the loss function

L(w,d) = z .(w_"__d_")z.,

= dk g

. o oy E Wk Yk

is givenby R, = ker , where
g y Wk 2
ker k Zk

> ker Gk(Tyk — ReZ2k)
Y ker dkak(Tyk — Rrak)?

wy = di (1 — gk (zyk — &xzk)), ker.

Proof. The proof of this statement is similar to that of Proposition 1.
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The weights wy, in the case of nonresponse differ from the calibrated weights derived
in Proposition 1.

4. Other loss functions

Another possibility of constructing new estimators is the choice of a different loss func-
tion. We produced calibrated weights so far, using the loss function with summands
(wx — dx)?/(drgr). Some other loss functions were considered by J.-C. Deville and
C.-E. Sirndal in [1]. Unfortunately, the calibration of the ratio estimator does not lead to
an explicit solution. But in some cases, approximate solution be the same. For example,
in the case of the loss function

di

Wi 1
L=__l _— — —d s
qk SN Qk(wk 2

we can get the equation

di wi(Tyk — RoZzk)
=—-b L , kes, 11
ok qk D okes Wr(Tyk — Rozk)? ° ab
where

b= ds

£ qi(Tyk = Rozk)
Equation (11) may be used in the iterative procedure for the approximate solution.
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Kalibruoti santykio jvertiniai
A. Plikusas

Straipsnyje pateikiamas kalibruotas dviejy sumy santykio ivertinys. Kalibruoti ivertinai — tai
jvertiniai, kuriuose panaudojama papildoma informacija, norint gauti tikslesnius vertinamy para-
metry ivertius. Yra Zinoma, kad atskirais atvejais kalibruoti jvertiniai sutampa su santykiniais
{vertiniais, kurie yra tikslesni (turi maZesnes dispersijas), jei tiiamas kintamasis yra pakankamai
gerai koreliuotas su papildomu Zinomu kintamuoju. Darbe pateikta siiilomo ivertinio apytikslé dis-
persija ir tos dispersijos ivertinys.



