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Bootstrap approximation for probabilities of large
deviations

L. Saulis (VGTU, MII)

Let X, X1, ..., X, ... be a sequence of independent identically distributed ran-
dom variables (r.v) with EX = 0 and EX? = 1. Denote

1 n
Fo(x) = P(-\/—’7 ;x, > x).

Let
+_ 1y 21 ¢ 72
X=- X; 5% = — P —
Rl
j=1 j=1
denote the mean and variance of the sample X = {X,, X,,..., X,}, and X* =
{X}.X3,...,X;;} — resample drawn at random with replacement from X, so that

each X has probability % of being equal to any given one of the X;’s:

1
PX;=X;|X)=—, 1<ij<n.

=

The bootstrap approximation to F, is F,, defined by
—~ l n
B =P —=Y(xr-X lx . !
n(x) (oﬁ;( *—X)>x ) ()

1. EDGEWORTH APPROXIMATION

If X is non-singular and if E|X|"*? < 0o (r > 1), then F, (x) an r-term Edgeworth
expansion
Fa(x) = Ga(x) +0(n”"?), n— oo,

uniformly in x, where

r

Ga(®) =1-®(x) =Y n/"p;(x)p(x), 2

i=1

@ and @ are standart normal density and d.f.,, and p;(x) is a polynomial of degree
2 j—1. The coefficients in p;(x) depend on moments ; = E(X") up to the (j+2)-th.
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An estimate p; of the polynomial is obtainable by replacing the moment u; =
E(X') in coefficients by its standardised estimate

1 ¢ =
Q==Y (X; - X)' /6"
fu =~ ,-;( j—X)'/6
Thus we are led to the empiric Edgeworth approximation:
Grx)=1=0(x) =Y n™"p;(x)p(x). 3)
j=1

Both I?,,(x) and 5,, (x) are approximations to F,(x). Their relative perfomance it
easy to deduce in the case of fixed x. Let

b = () 1= ) T, @
Gn(x) — Gn(x)
where x = x(n) diverges as n increases.
In interpreting our next result the reader should bear in mind that ,the smaller
the value of |5,|, the better is the performance of the bootstrap”. In particular, the
bootstrap outperforms r-term Edgeworth approximation if p — oo. :

2. FORMULAE FOR LARGE DEVIATIONS
We say that the r.v. X satisfies condition (L), if 3:y > 0 and 6y > 0 such that

Eexp{6o| X|"/1*)} < o0 (L)
and Crammer’s condition )
limsup [Ee*¥| < 1. ()
lt]—>o00

THEOREM 1. Let a r.v. X with EX =0 and EX? = 1 satisfies the conditions (L)
and (C), then for arbitrary integer r, 1 < r < 00, in the interval

<x < (V)Y

as n — oo the ralation of large deviations

ot el G oo (7))

holds. Here s = [1/r], [a] is the integer part a,

m—1
L OED PP

k=0
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In particular,

1
Ao = 2I3(X),

1
A= ﬂ(n()o - 3T3(X)),

by Ps(X) — 10T3(X)T4(X) + 15T3(X)), . ..

B 120(

Formulas for L;(x) are presented in (L. Saulis, V. Statuleviius. Limit Theorems
for large deviations. Dordrecht, Boston, London: Kluwer Academic Publishers 1991 ,
232 p.). In particular,

Lo(x) =0,
1
Li(x) = 2EX)H{(x? = Dy (x) — #°},
__e® 12 10
w(x)—]—_Tx)—X"l"x x3+x5
Note, that |
1 4 1
Li(x)= —EE(X»‘)[; -5+ O(F)]
as x — oQ.

THEOREM 2. Letarv. X withEX =0 and EX? = 1 satisfies the conditions (L)
and (C), then for arbitrary integer r, r > 1 < 00, in the interval

0<x < (V)2
as n — oo the ralation of large deviations

————f"’(x) = ik[”'] x S —il2T =
1—<1>(x)“”‘p[¢r7)t <ﬁ)l(l+,;" | L"(XHR’("))

holds. Here R, (x) = 0((*—}—')) with probability 1,

~ m—l ~
Ay = Z Mtk
k=0
where Ay are Crammer coefficients expressed in sample moments

| —
1 :=—E X —X)' /5"
127 ni:l( j X) /o

In particular,
- 1 - 1
Ao = —[3, M=—(0s—-30%— v
0= cHs I 24(/L4 m5;—3)
Lo(x) =0,

1

- I (14 I\ .
L,(x):Eug{(xz—1)¢(x)—x3}=—-Z-;Lg[;—F+0(x—5)} if x — o0.
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3. COMPARISON OF BOOTSTRAP AND EDGEWORTH APPROXIMATION
Fu(x) = Fu(x)

Pn = pn(x) 1= m

2r+1

20—1)° r 2 2), then [3,, — | in

() If x - ooand x = o(n""V/®M) (y >
probability.

In this case the bootstrap and r-term Edgeworth approximation to F,(x) are
asymptotically equivalent.

(ii) If =y = 00 and 7 — 0 (3 < ¥ < Ff5), then 5 — 0 in probability.

In this case the bootstrap approximation to F,(x) is asymptotically much better
than the r-th Edgeworth approximation.

(iii) The asymptotical behaviour of g, is investigated as 0 < y < 1/4 as well. In
this case the sign of moments E(X?) is essential.

If E(X*) < 0, then the bootstrap is asymptotically better than any r-term Edge-
worth approximation. The situation is a little different if E(X?) > 0. In that case
the ratio of the absolute values of bootstrap and Edgeworth approximation errors
diverges to +o0o with probability % and converges to unity with probability % In
this case the two methods are asymptotically equivalent with probability % and the

Edgeworth method is better with probability ;.
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»Bootstrap” aproksimacija didZiyjy nuokrypiy zonose
L. Saulis

Darbe nagrin¢jama nepriklausomy vienodai pasiskirsCiusiy atsitiktiniy dydZiy Xj,i=12.....n,
funkcijos Fp(x) = P(Z7=1 Xj > x) aproksimavimas funkcija Fn(x), apibréZta lygybe (1) (,,boot-

strap” aproksimacija) didZiyjuy nuokrypiy zonose. [rodytas pastarosios ir Edgeworth aproksimacijy
ekvivalentumas.



