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Abstract. BDI is a global trade indicator followed by those interested in maritime trade. But it has volatility, 
seasonality, and uncertain cyclicality. For this reason, in this study, the BDI has been estimated to provide 
preliminary information to those interested in maritime trade. NARX Neural Network which performs suc-
cessfully in complex and nonlinear real-life problems is used. In addition, the NARX neural network model 
has not been found in a previous study used for BDI estimation. Eleven independent variables are used in 
this study, what increases the predictive power. Independent variables are Bloomberg Commodities Index 
(BCOM), Twitter-Based Economic Uncertainty Index (TEU), Twitter-Based Market Uncertainty Index (TMU), 
S&P 500 Index, MSCI World Index, €/$ Parity, VIX (CBOE), US 10-Year Bond Yield (%), Brent Oil (USD/
Barrel), Economic Uncertainty Index and World Trade Volume (USD Billion). The Twitter-Based Economic 
Uncertainty Index (TEU) and Twitter-Based Market Uncertainty Index (TMU), which were not used before 
in BDI estimation studies, were included in the analysis and contributed to the literature. The data set contains 
daily data for the period 9.07.2012–31.08.2020. 11-day estimate values covering 1.09.2020–15.09.2020 are 
calculated. MAPE, MAE and RMSE performance criteria were calculated for the estimation values. Value of 
MAPE (2.96%), value of MAE (36.6%) and value of RMSE (46.68) were obtained. As a result, the estimate 
values were compared with the actual values.
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1. Introduction

Today, with the rapid development of technology, global trade has gained momentum. It 
has brought elements such as strict price policies, flexible response ability, and quality 
competition. The importance of global trade and trade competition elements is gradually 
increasing in order to respond accurately and timely to the needs arising from rapidly 
advancing technological developments and increasing living standards. In this direction, 
maritime transportation is the most used transportation type among the global trade trans-
portation types with a rate of 90 percent. However, the growth in international maritime 
trade has come to a standstill as of 2019, showing the lowest values since the global 
financial crisis of 2008–2009. At the same time, global trade in goods contracted by 0.5 
percent due to high policy uncertainty, supply chain disruptions, and demand contractions 
caused as a result of trade tensions. The global health threat and economic crisis posed by 
the COVID-19 epidemic, which emerged at the end of 2019, adversely affected maritime 
trade. Therefore, the global trade sector has been faced with the negative effects of both 
the changing demands of the globalizing world and the uncertain supply-demand balances 
in the pandemic environment (Trujillo and Tovar, 2007; UNCTAD, 2020). In this regard, 
it is extremely important to predetermine the situations affecting the trade activities in 
the global market and to create a business plan.

The Baltic Exchange, located in London, aims to standardize the freight prices given 
to shipping companies in maritime transport. For this reason, daily data on dry cargo 
types are published under the name of Baltic Dry Index. The Baltic expression in the 
name of the index indicates that it is calculated by the Baltic Stock Exchange. However, 
it should not be ignored that BDI values are not limited to only Baltic Sea countries or 
a few commodities. Baltic Dry Index is a freight price index calculated according to the 
values of many commodities such as coal, iron ore, grains, etc. on 23 different routes. 
BDI concerns not only ship owners and charterers, but also companies operating in the 
logistics and financial fields through maritime transport around the world. For this rea-
son, it is an index accepted as an indicator of global trade. Due to the fact that it is an 
indicator that is followed on a global scale, it is affected by many different factors such 
as supply, demand, political and economic factors in worldwide. Therefore, it is a time 
series with high volatility and uncertainty. Determining the dynamics and trends of this 
index is very important for companies in risk control and planning (Barut et al., 2020; 
Zeng and Qu, 2014). 

The Baltic Dry Index is an econometric indicator that is closely influenced by the 
internal dynamics of maritime transport. Therefore, all companies, businesses, shipown-
ers, investors, etc. operating in maritime transport, professional groups follow it closely. 
However, the seasonality, nonstationary nature and uncertain cyclicality of the Baltic 
Dry Index given in Figure 1 make it difficult to predict. For this reason, there are various 
studies on the BDI index and its estimation in the academic world (Lin and Wang, 2014; 
Papailias et al., 2017). 
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Figure 1. Baltic Dry Index (BDI) Graph

Traditional econometric methods have poor performance in estimating high volatility 
time series. In the comparative analysis studies of Artificial Neural Networks (ANN) 
method and traditional estimation methods in the literature (Alon et al., 2001; Sahin, 
2018), it is seen that ANN performs better in nonlinear time series with variable structure. 
Because the ANN method is very successful in solving complex situations in real life, 
due to its nonlinear structure, tolerance of error and noise, processing fuzzy and prob-
abilistic information, and learning and generalization abilities. With network training, 
it makes estimations by acting like biological neurons in the human body, generalizing 
from experiences (dependent variables) to unknown (independent) variables (Basheer and 
Hajmeer, 2000). However, it has some disadvantages. ANNs are hardware-dependent and 
network training takes time. The creation of the appropriate network structure and the 
determination of the parameters is carried out by the trial and error method (Sert, 2014). 
However, it has been determined that NARX networks, one of the artificial neural net-
works, outperform NAR neural networks (Yang and Mehmed, 2019). For this reason, in 
this study, the estimation of the Baltic Dry Index was carried out with the NARX Neural 
Network. This study has two important differences from other studies. The first is rich 
variable coverage, which increases predictive power. Secondly, no study was found that 
included the analysis of BDI with the NARX neural network model. The 11 explanatory 
variables used in the analysis cover many of the various variables that have been identified 
in both econometric models and estimating models in the literature. At the same time, it 
prepares the infrastructure for a detailed and realistic analysis by including the variables 
newly added to the literature for a more accurate estimation of the BDI. The study has 
been enriched by including the Twitter-Based Economic Uncertainty Index (TEU) and 
Twitter-Based Market Uncertainty Index (TMU), which have not been used before in 
BDI estimation studies. Although there are studies that analyze BDI with ANN, a study 
that makes estimations using the Nonlinear External Input Autoregressive NARX neural 
network model of the ANN method has not been found in the literature. Jeong and Park 
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(2017) showed that the potential of NARX neural networks for short-term electric charge 
estimation is higher than that of NAR and statistical estimation methods. As a result, he 
found NARX more suitable for the prediction of dynamic structures. For this reason, NARX 
neural networks have been found suitable for the prediction of the dynamic structure of 
BDI. In these aspects, the study differs from other studies.

The remainder of this paper is organized as follows. Section 2 includes information 
about the Baltic Dry Index. Section 3 presents literature reviews. In Section 4, purpose, 
data set, methodology, empirical results, and discussion are given under the title of the 
application, respectively. Finally, in Section 5 the results, evaluations, and suggestions 
are given.

2. Baltic Dry Index

Businesses and investors interested in maritime transport consider the balance of supply, 
demand, and cost in the trade of goods to be transported for a healthy logistics activity. For 
this reason, it has been observed that there is a directly proportional relationship between 
the number of goods whose logistics are carried out and the development of global and 
regional trade activities (Kiraci and Akan, 2020). However, to demonstrate this relationship 
more clearly, the Baltic Freight Index (BFI) was created by the London Baltic Exchange in 
1985. The BFI was initially evaluated with an index base score of 1000. It continued to be 
published as the Baltic Dry Index (BDI) in 1999. The London Baltic Exchange provides 
an independent maritime trade database. It provides an independent database of maritime 
trade by hosting more than 3000 international communities. Members of the Baltic Ex-
change consist of shipowners, shipbrokers, ship charterers, maritime lawyers, arbitrators, 
P&I (Protection and Indemnity) Insurance Clubs, and other maritime associations. BDI is a 
composite index calculated based on the tonnage, numbers, routes, Cargo, and price of the 
Handysize, Supramax, Panamax, and Capesize bulk carriers. The index value is intended 
to be a representation of freight prices for reconciliation in freight derivative transactions. 
Because the freight rates requested by the shipowners for the charter of ships are also an 
indicator of the financial fluctuations in maritime transport, BDI is an index that quickly 
reflects the dynamics of global commercial activities, as it is published daily. Thus, it is a 
leading indicator as it offers a more agile forecasting opportunity compared to growth-ori-
ented macroeconomic data. The increase or decrease of the index is directly proportional 
to the increasing or decreasing demand in global commercial activities. For this reason, the 
course of the index guides investors in terms of global supply-demand, economic growth, 
and contractions. Investors get preliminary information by researching long-term trends 
and unusual changes along with their reasons on the index. In the light of the information 
they interpret, they have the opportunity to take a more secure position for the future. Ship 
brokers, ship owners, operators, traders, financiers and charterers benefit from BDI values 
(Baltic Exchange, 2021; Culline et al., 1999; Ruan, et al., 2016). BDI is a value that includes 
shipping costs incurred in trading various raw materials such as metals, grains, and fossil 
fuels transported by sea. This global trade index is calculated by considering the freight 
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rates applied on important trade routes. It is calculated with a certain weighting after the 
average of the freight values   sent by the panel members of the Baltic Exchange in London. 
However, the lowest and highest freight values   from each trade route are excluded from 
the calculation so that the index value is not subject to any speculation. For this reason, 
BDI is a leading indicator for global trade, with both extensive coverage and a reliable and 
independent database (Baltic Exchange, 2021; Culline et al., 1999).

3. Literature review

The Studies on BDI where ANN is not used. Yılmazkuday (2020) examined the effects 
of deaths from COVID-19 disease on BDI and crude oil prices. While a decrease was 
observed in BDI values, there was no significant effect on crude oil prices. Bakshi et al. 
(2010) determined that global stock market returns, commodity index returns, and the 
growth rate in global real economic activity are related to the BDI growth rate. Lin and 
Wang (2014) propose a model that best predicts a dynamic structure of BDI with fuzzy 
set theory, gray system theory, and traditional time series models. Papailias et al. (2017) 
concluded that the trigonometric regression model performs best in predicting the cyclical 
change of BDI. Cihangir (2018) found that the effects of the VIX volatility index on BDI 
are positive and statistically significant in the short and long terms. Zeren and Kahramaner 
(2019) concluded that BDI and ISTFIX (Istanbul Freight Index) are acting together and 
that BDI is directing ISTFIX in the long term. Kiraci and Akan (2020) examined the 
symmetric and asymmetric causality between BDI, oil prices, and the dollar index. 

The Studies on ANN and Comparative studies of ANN with other estimation methods. 
Lin et al. (1996) concluded that the NARX neural network structure can store 2 to 3 times 
more information than traditional neural networks. Siegelmann et al. (1997) concluded that 
the NARX neural network model, which has a gradient descent learning structure, is more 
effective than the artificial neural network model in long-term problems. Mitrea et al. (2009) 
found that the artificial neural network model performance is better than Moving Average 
(MA) and Autoregressive Integrated Moving Average (ARIMA). Zeng et al. (2014) compared 
EMD-ANN (Empirical Mode Decomposition-Artificial Neural Networks), EEMD-ANN 
(EMD-Artificial Neural Networks with compositional process), ANN (Artificial Neural 
Networks) and VAR (Vector Automatic Regression) models. They concluded that the best 
performing model was the EMD-ANN model developed in this study.

The Studies in which ANN and BDI are used together. By Sahin et al. (2018), as a 
result of three different ANN models, it was concluded that COP (Crude Oil Prices) did 
not affect BDI, but ANN model was effective in BDI estimation performance. Chou and 
Lin (2019) examined BDI with a fuzzy neural network model combined with technical 
indicators to determine the freight rate trend. 

The Studies involving the variables used in this study. In the literature, econometric models 
have been established to increase the predictability of the dynamic structures of BDI and their 
relations with various variables have been tried to determine. Han et al. (2020) found that 
the long-term predictability of BDI using exchange rates with panel regression analysis gave 
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meaningful results. Ruan et al. (2016) found that the relationship between BDI and crude oil 
prices was statistically significant with the cross-correlation statistical test and multi-fractal 
cross-correlation analysis (MF-DCCA). Bildirici et al. (2015) found a positive relationship 
between BDI and economic growth through the VAR model on the USA sample. Other types 
of studies in the literature are BDI estimation studies. Sahan et al. (2018) proposed a BDI 
estimation model with Integrated Autoregressive Moving Average (ARIMAX). They used 
commodity price index for metals, price index for food, crude oil prices, 10-year US bond 
yield, world industrial production S&P 500 index, world consumer price index, gold spot 
prices, silver spot prices, and US dollar exchange rate as independent variables. 

4. Application

4.1. Aim

In this study, the Baltic Dry Index, which is of great importance in maritime transport 
activities and has high volatility, was estimated by NARX neural network model in order 
to determine the dynamics and trends. The estimation of the Baltic Dry Index will help 
people and businesses dealing with maritime transport to realize their business plans in 
a more controlled manner.

4.2. Data set

BDI is affected by many factors as it is a global indicator of maritime trade. In this study, 
the selection of variables was carried out by taking into account the studies that were 
found to be related in the literature. However, two independent variables that were not 
found to be used in BDI estimation studies before were included in the analysis. These 
are the Twitter-Based Economic Uncertainty Index (TEU) and the Twitter-Based Market 
Uncertainty Index (TMU) to represent uncertainty.

Twitter is a social platform where people can share their feelings, situations, and 
thoughts instantly. The widely used social platform Twitter is a database containing not 
only the opinions of experts but also the society. Baker et al. (2021) observed the economic 
uncertainty in real-time, created the Twitter-Based Economic Uncertainty Index (TEU) 
and the Twitter-Based Market Uncertainty Index (TMU) over tweets containing keywords 
such as “uncertainty in the economy”, “uncertainty”, “economy”. While creating the index, 
to understand the effect of any tweet, the number of retweets is used. Weight coefficients 
are created with this number and index values are determined. Wu et al. (2021) in their 
studies, using the Twitter-Based Economic Uncertainty Index (TEU) and the Twitter-based 
Market Uncertainty Index (TMU), examined the effects of economic policy uncertainty 
on the cryptocurrency markets. Aharon et al. (2021) in their studies, using TEU and TMU 
variables, examined the relationship between uncertainties and cryptocurrencies. In this 
study, the Twitter-Based Economic Uncertainty Index (TEU) and Twitter-Based Market 
Uncertainty Index (TMU) were included in the analysis in order to represent uncertainty 
among the explanatory variables of BDI and to improve estimate performance. 
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In this study, eleven independent variables, which were directly or indirectly related in 
BDI, were determined as a result of the literature review. Bloomberg Commodities Index 
(BCOM), Twitter-Based Economic Uncertainty Index (TEU), Twitter-Based Market Un-
certainty Index (TMU), S&P 500 Index, MSCI World Index, €/$ Parity, VIX (CBOE), US 
10-Year Bond Yield (%), Brent Oil (USD/Barrel), Economic Uncertainty Index and World 
Trade Volume (USD Billion) were used as input variables, Baltic Dry Index was used as 
output variable. The data set consists of daily data for the period 9.07.2012–31.08.2020. 
Since the BDI values only include weekdays, the data set was arranged as five days a 
week. Databases from which variables are obtained, links, access dates, and sources are 
given in Table 1.

Table 1. Dataset Bibliography

Data Link Access Date Source
Baltic Dry Index 
(BDI)

https://tr.investing.com/indices/baltic-
dry-historical-data 18.03.2021 investing.com

Bloomberg 
Commodity Index 
(BCOM)

https://tr.investing.com/indices/
bloomberg-commodity-historical-data 18.03.2021 investing.com

Twitter-Based Eco-
nomic Uncertainty 
Index (TEU)

https://www.policyuncertainty.com/
twitter_-uncert.html 18.03.2021

Economic Policy 
Uncertainty Web 
Page

Twitter Based 
Market Uncertainty 
Index (TMU)

https://www.policyuncertainty.com/
twitter_-uncert.html 18.03.2021

Economic Policy 
Uncertainty Web 
Page

S&P 500 Index https://tr.investing.com/indices/us-spx-
500-historical-data 19.03.2021 investing.com

MSCI World Index

https://finance.yahoo.com/quote/MSCI/
history?period1=-1195171200&period
2=1616112000&interval=-1d&filter=h
istory&frequency=1d&includeAdjuste
dClose=true

18.03.2021 yahoofinance.com

€/$ Parity https://evds2.tcmb.gov.tr/index.php?/
evds/serieMarket 18.03.2021 TCMB

VIX (CBOE)
https://tr.investing.com/indices/
volatility-s-p-500-historical-
data?cid=1096487

19.03.2021 investing.com

US 10-Year Bond 
Yield (%)

https://tr.investing.com/rates-bonds/
u.s.-10-year-bond-yield-historical-data 18.03.2021 investing.com

Brent Oil (USD/
Barrel)

https://www.matriksdata.com/
website/-kurumsal-urunler/matriks-
prime

18.03.2021 Matrix Prime 
Program

Economic 
Uncertainty Index

https://www.policyuncertainty.com/
EURQ_-monthly.html 23.03.2021 Economic Policy 

Uncertainty Web Page

World Trade 
Volume (USD 
Billion)

https://www.cpb.nl/en/
worldtrademonitor 02.04.2021

The Netherlands - 
Centraal Planbureau 
(CPB) - Bureau for 
Economic Policy 
Analysis (Web Page)

https://tr.investing.com/indices/baltic-dry-historical-data
https://tr.investing.com/indices/baltic-dry-historical-data
https://tr.investing.com/indices/bloomberg-commodity-historical-data
https://tr.investing.com/indices/bloomberg-commodity-historical-data
https://www.policyuncertainty.com/twitter_-uncert.html
https://www.policyuncertainty.com/twitter_-uncert.html
https://www.policyuncertainty.com/twitter_-uncert.html
https://www.policyuncertainty.com/twitter_-uncert.html
https://tr.investing.com/indices/us-spx-500-historical-data
https://tr.investing.com/indices/us-spx-500-historical-data
https://finance.yahoo.com/quote/MSCI/history?period1=-1195171200&period2=1616112000&interval=-1d&filter=history&frequency=1d&includeAdjustedClose=true
https://finance.yahoo.com/quote/MSCI/history?period1=-1195171200&period2=1616112000&interval=-1d&filter=history&frequency=1d&includeAdjustedClose=true
https://finance.yahoo.com/quote/MSCI/history?period1=-1195171200&period2=1616112000&interval=-1d&filter=history&frequency=1d&includeAdjustedClose=true
https://finance.yahoo.com/quote/MSCI/history?period1=-1195171200&period2=1616112000&interval=-1d&filter=history&frequency=1d&includeAdjustedClose=true
https://finance.yahoo.com/quote/MSCI/history?period1=-1195171200&period2=1616112000&interval=-1d&filter=history&frequency=1d&includeAdjustedClose=true
https://evds2.tcmb.gov.tr/index.php?/evds/serieMarket
https://evds2.tcmb.gov.tr/index.php?/evds/serieMarket
https://tr.investing.com/indices/volatility-s-p-500-historical-data?cid=1096487
https://tr.investing.com/indices/volatility-s-p-500-historical-data?cid=1096487
https://tr.investing.com/indices/volatility-s-p-500-historical-data?cid=1096487
https://tr.investing.com/rates-bonds/u.s.-10-year-bond-yield-historical-data
https://tr.investing.com/rates-bonds/u.s.-10-year-bond-yield-historical-data
https://www.matriksdata.com/website/-kurumsal-urunler/matriks-prime
https://www.matriksdata.com/website/-kurumsal-urunler/matriks-prime
https://www.matriksdata.com/website/-kurumsal-urunler/matriks-prime
https://www.policyuncertainty.com/EURQ_-monthly.html
https://www.policyuncertainty.com/EURQ_-monthly.html
https://www.cpb.nl/en/worldtrademonitor
https://www.cpb.nl/en/worldtrademonitor
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Descriptive statistics of dependent and independent variables are given in Table 2.

Table 2. Descriptive Statistics

N Maximum Minimum Mean Std. Deviation Variance
Baltic Dry Index (BDI) 2135 2518.00 290 1054.34 422.76 178729.22
Bloomberg Commodity 
Index (BCOM) 2135 152.01 59.48 98.14 23.88 570.30

Twitter-Based Economic 
Uncertainty Index (TEU) 2135 2265.01 17.13 148.67 140.12 19634.17

Twitter Based Market 
Uncertainty Index (TMU) 2135 1958.64 14.46 152.00 128.32 16466.21

S&P 500 Index 2135 3580.84 1334.76 2283.18 520.74 271165.26
MSCI World Index 2135 2494.10 1201.74 1823.73 284.83 81128.78
€/$ Parity 2135 1.40 1.04 1.19 0.10 0.01
VIX (CBOE) 2135 82.69 9.14 16.29 6.96 48.41
US 10-Year Bond Yield (%) 2135 3.24 0.52 2.16 0.58 0.33
Brent Oil (USD/Barrel) 2135 118.87 19.03 70.90 25.53 651.87
Economic Uncertainty Index 2135 298.00 140 174.37 23.46 550.60
World Trade Volume (USD 
Billion) 2135 126.97 104.1987 116.33 6.46 41.72

4.3. Methodology

Artificial neural networks (ANN) are mathematical modeling of the learning process 
inspired by the human brain. The general architecture of artificial neural networks is 
given in Figure 2. ANN are weighted directed structures between inputs and outputs with 
artificial neurons. ANNs are generally divided into two groups as feedforward networks 
and feedback networks. Feedforward networks have a static structure. Networks of this 
nature calculate the output response to the input independently of the previous inputs. It 
does not have a loop structure that can give feedback between units. Information in this 
network structure moves forward through the input layer, hidden layer, and output layers, 
respectively. For this reason, it has a memoryless network structure. Feedback networks, 
on the other hand, have a dynamic structure. In networks with this structure, an output is 
obtained depending on both the current and previous inputs. This shows that the network 
has a memory with a circular structure (Jain et al., 1996).

ANN has several advantages compared to other estimation methods in terms of success-
ful fault tolerance, flexibility in network structure, and working with different structures 
(fuzzy, probabilistic, noisy data structures) (Yegnanarayana, 2009).

Each piece of information coming to artificial neurons is weighted according to its 
importance. It is aimed to minimize the error. For this reason, the learning cycle continues 
until the best weighting coefficients are obtained. The activation function has an important 
place in the realization of learning, because an artificial neural network built without us-
ing the activation function will exhibit a structure similar to the linear regression model.
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Figure 2. General Architecture of Artificial Neural Networks  
(Yegnanarayana, 2009)

There are various activation functions with different properties. In order to minimize 
the error, nonlinear and differentiable activation functions are preferred. These are the sig-
moid and tangent hyperbolic functions. Its mathematical equations are given by Equation 
(1) and (2), respectively. The sigmoid graph and its derivative and the tangent hyperbolic 
graph and its derivative are given in Figure 3 and Figure 4, respectively. The fact that 
these functions are nonlinear and continuous, that is, differentiable, play an important role 
in learning and estimating complex data. As seen in Figure 3, the sigmoid function takes 
probabilistic values in the range of [0,1]. The disadvantage of this function is the “dis-
appearing gradient” problem. This problem occurs when the sigmoid derivative function 
converges to 0 at extreme values. In this case, learning takes place at a minimum level. 
As seen in Figure 4, the tangent hyperbolic function takes values in  the range of [-1,1]. 
Since its derivative is steeper than the sigmoid function, the range of values is wider. This 
allows for faster learning. However, similar to the sigmoid function, gradient dying is 
encountered at the endpoints (Ding et al., 2018).
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The Nonlinear External Input Autoregressive Network (NARX) model used in this 
study has a recurrent neural network structure (Siegelmann et al., 1997). The general 
architecture of the NARX Neural Network is given in Figure 5. The network structure 
gains degrees of freedom and decreases the number of parameters within the information 
coming from exogenous inputs. Thus, different models can be realized with the same 
information. NARX structure is mathematically given by Equation (3) below

y(t) = f(y(t – 1), y(t – 2),…,y(t – ny), u(t – 1), u(t – 2),…, u(t – nu)) (3)

where y(t) is dependent variable, y(t – ny) ∈ R represents the network output, u(t – nu) is 
the network input, ny and nu represent the number of past outputs and past inputs to be 
applied for feedback, respectively (Chaudhuri and Ghosh, 2016; Guzman et al., 2017).

Figure 5. NARX Neural Networks

Source: Chaudhuri and Ghosh, 2016: 104

For learning to occur, each neuron in the NARX neural network produces an output 
that is fed back from the output layer to the input layer by the sigmoid activation function. 
The nonlinear sigmoid activation function can backpropagate with its differentiability 
feature. The error values calculated as a result of the neural networks feedforward are 
the estimation values and are reused for the next prediction in parallel structure. Thus, 
the error values   reach the smallest possible value with the backpropagation algorithm. At 
the same time, this serial-parallel network structure reduces recurrent time. As a result, 
NARX neural network starts with random weighting and reaches the optimum result with 
a serial-parallel network structure (Guzman et al., 2017).

The Levenberg–Marquardt (LM) algorithm, developed by Levenberg (1944) and 
Marquardt (1963), provides a numerical solution for the minimization of nonlinear func-
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tions. This algorithm gives more stable and faster results with the combination of the 
gradient descent method and Gauss–Newton method for training neural networks (Yu 
and Wilamowski, 2018). For this reason, the Levenberg–Marquardt (LM) algorithm was 
used in this study.

There are various model selection criteria in the literature. The Schwarz Information 
Criterion (SIC) has a more flexible and successful structure for adding new variables to 
the model compared to the Akaike Information Criterion (AIC). For this reason, SIC was 
used in this study (Ucal, 2006).

Various performance measures are used to measure the predictive accuracy (prediction 
performance) of the models. The main performance measures commonly used in the lit-
erature are Mean Absolute Percentage Error (MAPE), Mean Square Error (MSE), Mean 
Absolute Error (MAE), and Root Mean Square Error (RMSE). These criteria are given 
by Equations 4, 5, 6, and 7 (Bolzan et al., 2008):
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where yt represents the actual value, yt' is the estimate value and n is the number of 
samples. According to Lewis (1982), models with a MAPE value below 10% are “very 
good”, models between 10% and 20% are “good”, models between 20% and 50% are 
“acceptable”, models belove 50% are “wrong and faulty” classified. The mean size of the 
errors in the estimation is calculated with the MAE and the standard deviation with the 
RMSE. These criteria can take values in the range (0, ∞).

4.4. Empirical results and discussion

In the NARX neural network model, the nonlinear relationship between the input and 
output variables and the number of neurons is directly proportional. If the number of 
hidden layers used is low, the network cannot fully learn. On the contrary, if more hidden 
layers are used than necessary, the network performs overfitting. Thus, the generalization 
ability of the network is negatively affected. In the NARX neural network model, the data 
coming from the input layer is processed in the hidden layers and sent to the next layer. 
All hidden layers have more than one processor element in the model. In the literature, 
the number of hidden layers and the number of processor elements are determined by 
the users by the trial and error method. For this, the user tries the number of neurons in 
an increasing order starting from a small value and accepts the number of neurons as the 
optimum value when the network achieves the best performance (Bayir, 2006).

In order to prepare artificial neural networks for training and to determine their archi-
tecture, the data must first be normalized (Guzman et al., 2017). In this study, the data set 
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was normalized by taking values in the range of (0,1) with the min-max normalization 
method. Min-max normalization is given by Equation (8) (Larose, 2005).
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In Equation 8, x' represents the normalized data, xi  represents the input value, xmin 
represents the smallest number among the input values, xmax  is the largest number among 
the input values.

In this study, experiments were carried out to find the best performance of the NARX 
neural network model for the Baltic Dry Index with different training, validation, test 
percentages, and different neuron numbers. The experiments were carried out with MAT-
LAB program. The results of experiments are given in Table 3. The training dataset is the 
set created to determine the data and make predictions on this data in order to train the 
algorithm. The validation dataset is a subset of data used to evaluate the performance of 
the model obtained during the training phase. The test dataset is a dataset used to evaluate 
the model developed in the training set. With the MAPE performance value, which is one 
of the performance criteria, it was decided that the network showed the best performance 
when 60% training, 20% validation, 20% testing, and 20 neurons were used. The lag 
coefficient was accepted as 2 according to the Schwarz information criterion (SIC). Lags 
refer to the association of values within a time series with previous copies of itself. The 
lag coefficient is the lag time constant.

Table 3. MAPE Performance Results of NARX Neural Networks Model for Baltic Dry Index with 
Different Training, Validation, Test Percentages, and Different Neuron Counts

Data Set 
(Divided into 
3 Groups in 
Percentages)

60% education 
20% validation 

20% test

70% education 
15% validation 

15% test 

80% education 
10% validation 

10% test

Number of 
Neurons

15 
neu-
rons

20 
neu-
rons

25 
neu-
rons

30 
neu-
rons

15 
neu-
rons

20 
neu-
rons

25 
neu-
rons

30 
neu-
rons

15 
neu-
rons

20 
neu-
rons

25 
neu-
rons

30 
neu-
rons

MAPE 5.09 2.98 5.55 4.79 4.64 3.64 4.07 5.87 3.03 7.30 4.91 4.56

Parallel and serial architectures of the NARX neural network are given in Figure 6. 
Here, x(t) refers to eleven independent variables and y(t) refers to one dependent varia-
ble. In the NARX neural network model, the input layer, the hidden layer, and the output 
layer are seen respectively. There are twenty neurons in the hidden layer and one neuron 
in the output layer. At the same time, activation functions contribute to the emergence of 
more successful results by learning the complex structures of the datasets in a better way.

Training, validation, and test success in the created NARX neural network model 
are given in Figure 7 with the regression graph. Values of the correlation coefficient (R) 
measure the correlation between output and goals. R value of 1 means a close relationship, 
and 0 means a random relationship. Values between outputs and targets are very close to 
“1”. The general correlation coefficient of the dataset was obtained as 0.99872.
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Figure 6. NARX Neural Network Model
Source: Creating by MATLAB Program Output

 
Figure 7. Regression Graph of NARX Neural Network
Source: Creating by MATLAB Program Output
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The performance of the NARX neural network is measured by MSE (Mean Square 
Error). MSE refers to the mean square difference between outputs and targets. As the 
MSE value approaches zero, the success rate increases. A value of zero means that there 
is no error. The MSE values and performance graph at each step of the model created are 
given in Figure 8. As can be seen, the lowest MSE value was obtained in the 12th iteration 
of the training, which was completed in 18 iterations. Also, the NARX neural network 
performed the best validation and performance at this stage.

 

Figure 8. NARX Neural Network Performance Graph
Source: Creating by MATLAB Program Output

The output graph showing the training process of the NARX neural network at the end 
of 18 iterations is given in Figure 8. This graph indicates the states of the 18 iterations of 
the training process regarding the periods that consist of “Gradient, Mu and Validation 
Check” indicators. As seen in Figure 9, gradient expresses the function of learning feedback 
to adjust the weight of neurons by calculating the loss function. It shows that the target 
function has reached its minimum in 18 iterations at a value of 0.00016582. Mu is equal 
to the parameter of the algorithm but is related to the verification control graph. It stops 
the training at the point where the network’s training is underperforming. Starting from 
the 12th iteration of the 18 iterations of training, the training validation of the network 
started to perform poorly.

In this study, the training phase of the network was carried out with the daily data of 
the period 9.07.2012–31.08.2020. Due to the seasonal, nonstationary nature of the BDI 
and its uncertain cyclicality, it was thought that it would be more beneficial to make a 
short-term estimate. For this reason estimate for the period 1.09.2020–5.09.2020 was 
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made. Since BDI is only published on weekdays, there are 11 days of data published in 
the first 15 days of September. Comparisons of the estimated and actual values  in the 
11-day period were made. In addition, performance measures were calculated. Estimated 
values obtained in the 11-day NARX neural network model and actual values are given 
for BDI in Table 4.

 
Figure 9. Graph of Training Process of NARX Neural Network
Source: Creating by MATLAB Program Output

Table 4. NARX Neural Networks Model 11-Day Estimates and Actual Values for the Baltic Dry Index

Date Estimate Values Actual Values
1.09.2020 1362.39 1471.00
2.09.2020 1383.88 1445.00
3.09.2020 1381.44 1395.00
4.09.2020 1369.63 1379.25
7.09.2020 1355.67 1349.00
8.09.2020 1342.70 1328.00
9.09.2020 1331.76 1296.00
10.09.2020 1323.06 1269.00
11.09.2020 1316.44 1267.00
14.09.2020 1311.66 1282.00
15.09.2020 1308.40 1289.00

In Table 5, the MAPE, MAE, and RMSE performance criteria values of the 11-day 
estimated values are given. The value of the MAPE performance criterion was obtained as 
2.96%. Therefore, since the MAPE value of the model is below 10% according to Lewis 
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(1982), it can be said that it is in the category of “very good” models. The MAE perfor-
mance criterion was calculated as 36.6 and the RMSE performance criterion as 46.68.

Table 5. Performance Criteria Values of the NARX Neural Networks Model for the Baltic Dry Index

MAPE MAE RMSE
2.96 36.60 46.68

The comparative graph of the 11-day estimated and actual values of the Baltic Dry 
Index with NARX neural network is given in Figure 10.

 

Figure 10. Comparison of 11-Day Estimation and Actual Values of the Baltic Dry Index with 
NARX Neural Network

The high performance of NARX neural networks in BDI estimate is in line with the 
results of studies in the literature (Lin and Wang, 2014; Lin et al., 1996; Papailias et al., 
2017).

5. Conclusion

Maritime transport is one of the most widely used types of transport because it is the 
cheapest and most reliable all over the world. Therefore, the development of maritime trade 
activities largely reflects the vitality of trade around the world. The reliable and independent 
data provider of the maritime market, the London Baltic Exchange, is a reference database 
for freight and derivative contracts concluded around the world. BDI data is published 
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regularly daily. However, people who benefit from this data also need information about 
the level of data in the future, because the sector involves a high amount of investment 
and operational costs. The more information is available in the decision-making process, 
the easier it is to choose jobs that can have profitable results. So more information means 
less cost. For this reason, businesses have to shape their investment plans according to 
the situation of the market in the future.

The capital cost of maritime transport is quite high compared to other modes of trans-
port. In addition, due to low profit rates, even a small amount of mobility in freight rates 
can cause great costs for businesses. For this reason, accurate analysis and estimating 
of the maritime market help businesses maximize their profits by minimizing their risks 
(Culliane, 1999). But with high volatility, maritime trade data is very difficult to predict. 
Especially with the COVID-19 epidemic, which affects the whole world, uncertainties have 
increased considerably. It is thought that these uncertainties will cause some permanent 
changes in the maritime market. Increasing technological developments and changing 
consumer spending habits lead to changes in globalization models and supply chains. 
Full-time production models come to the fore (UNCTAD, 2020).

Duru et al. (2010) estimated long-term dry cargo freight rates using Bivariate Fuzzy 
Time Series (BIFTS), ARIMA(2,1,3) and Holt–Winters methods. The performance of 
these methods was calculated using MAPE, MAE and RMSE criteria. For BIFTS, value 
of MAPE (%16) is value of MAE (36.62) and value of RMSE (82.41). For ARIMA(2,1,3), 
value of MAPE (%20) is value of MAE (50.06) and value of RMSE (99.30). For Holt–
Winters, value of MAPE (%16) is value of MAE (43.85) and value of RMSE (112.24). 
Uyan et al. (2016) present genetic algorithm (GA) based trained Recurrent Fuzzy Neural 
Network (RFNN) for forecasting of long term dry cargo freight rates. For RFNN, value 
of MAPE (%14.96) is value of MAE (24.9) and value of RMSE (36.09). BDI has a data 
structure that is difficult to predict with its high volatility, uncertain cyclical structure, 
and seasonality. For this reason, in this study, the Baltic Dry Index was estimated with 
the NARX neural network. NARX neural network model, which has high performance 
compared to traditional methods and has never been used in the estimation of BDI, will 
contribute to the existing literature. Thus, for all individuals and businesses dealing with 
maritime trade, an estimating model is proposed that minimizes uncertainties. For the 
analysis, eleven independent variables were determined to be directly or indirectly related 
to the Baltic Dry Index. These are: Bloomberg Commodity Index (BCOM), S&P 500 In-
dex, MSCI World Index, €/$ Parity, VIX (CBOE), US 10-Year Bond Yield (%), Brent Oil 
(USD/Barrel), Economic Uncertainty Index, and World Trade Volume (USD Billion), the 
Twitter-Based Economic Uncertainty Index (TEU) and the Twitter-Based Market Uncer-
tainty Index (TMU). 11-day estimate results are given for the period 1.09.2020-15.09.2020 
with the NARX neural networks. In order to evaluate the accuracy and effectiveness of the 
estimation results obtained in the study, MAPE, MAE, and RMSE performance criteria 
values were calculated. NARX neural network results were obtained as MAPE 2.96%, 
MAE 36.6% and RMSE 46.68.
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As a result, this study is important in terms of proposing an estimating model that 
covers the early stages of the COVID-19 epidemic, which is full of uncertainties. The 
predictive power of the analysis has been increased with the rich variables used in the 
study. The difference between this study from other studies is that there no previous 
study could be found analyzing BDI by NARX neural network model. The difference 
in terms of variables is that the Twitter-Based Economic Uncertainty Index (TEU) and 
the Twitter-Based Market Uncertainty Index (TMU), which have not been used before 
in BDI estimation analysis, are included in the analysis in this study and are thought to 
contribute to the literature. It is thought that the estimation model proposed in the study 
may be useful in determining market and risk strategies for businesses and individuals 
interested in maritime trade, such as researchers, shipbrokers, owners, operators, traders, 
financiers, and charterers. 

The limitation of this study is that artificial neural networks can only work with numer-
ical data. This situation causes every explanatory variable that is effective on the dependent 
variable to be not included in the analysis. In addition, in this study, since the BDI data 
is daily, the data set consisting of explanatory variables was created from daily data. The 
use of daily data has made the analysis more sensitive and effective for individuals and 
businesses that want to use the estimated results. However, considering the overfitting 
feature of artificial neural networks and the daily data set, there is a short-term estimate 
in the study. While the use of daily data is an advantage in the study, short-term estimat-
ing can be considered as a limitation of the study. For this reason, in future studies, it is 
thought that making comparative studies with different data types and data frequencies 
by making use of different machine learning methods will enrich the literature.
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