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Abstract. This paper outlines a plan for designing a corpus-linguistic project from 
which an analysis of frames specific to mathematical proof texts shall be derived. Pre-
vious work has already developed instances of frames for mathematical texts. We have 
argued that these frames are well suited to model how background knowledge enriches 
explicitly given information. To this end, a collection of mathematical texts needs to be 
annotated.

We describe the idea behind the corpus annotation, frame semantics and how we adapted 
frames for mathematical texts in particular by distinguishing between structural proof 
frames and ontological ones. Ontological frames for instance correspond to proof 
techniques, while structural frames model domain knowledge like exact definitions 
of mathematical structures. We describe annotation principles, explain qualifications 
annotators should have and how such annotations can be evaluated.

We explain potential linguistic research questions: The corpus will allow us to study the 
linguistic means by which frames are introduced and signaled. We plan to generalize 
beyond previous case-based analyses and to provide a foundation for broader empiri-
cal research on mathematical language and practice. We argue that these can be used in 
deeper semantic parsing and the development of interactive theorem-proving software. 
We furthermore assume that this perspective on mathematical text will also have impli-
cations on the philosophy of mathematics and its practice.

Keywords: frames, mathematical language, special languages, corpus annotation, math-
ematical proofs, philosophy of mathematical practice

1 Introduction

This paper is a whitepaper for a corpus-linguistic project. We aim to apply the theoretical 
concept of frames to mathematical texts. The project builds on earlier work within the 
Naproche project1 and first applications of the concept of frames to proofs involving the 
mathematical concept of induction. Frames allow to model how explicitly given infor-
mation is combined with expectations deriving from background knowledge (see section 
2 for more context).

In the context of mathematical proofs, the frame concept can be applied to model how 
the expectations that mathematical readers have due to their mathematical training al-
low them to interpret a mathematical text and to complement it with additional relevant 
information. This is particularly important in the case of mathematical proofs, which 
notoriously contain gaps (see section 3 for a discussion of relevant research questions).

1	 Available at: http://www.naproche.net. Accessed: 5 December 2025.

http://www.naproche.net
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Until now, research on frames in mathematical texts has been based on case studies. To 
be able to generalize our findings, we want to develop a corpus of mathematical texts an-
notated with structural and ontological frames, especially with regard to the introduction 
of new frames and the linguistic means of signaling frame use. For now, we will focus on 
proofs from mathematical textbooks involving various basic proof strategies.

We claim that the frame project can be helpful for natural language processing in gen-
eral: The frame approach for mathematical text could be helpful in mathematical text 
parsing and in the usage of interactive and automated theorem provers. We have also 
already argued that the frame approach has philosophically interesting consequences for 
debates about mathematics (see section 3.1).

From a cognitive perspective we consider frames a useful tool for modelling learning 
and understanding of mathematical structures.

In section 2, we give a more detailed introduction to the frame concept and the research 
context. In section 3, we discuss how the corpus may be used in research of (the philoso-
phy of) mathematical practice and language with respect to frame acquisition and usage.

This corpus annotation goes hand-in-hand with the creation of a library of structural 
and ontological frames.This library will contain structural information about the logical, 
conceptual and linguistic relationships between the frames in the library, comparable 
to a tag set or a set of grammatical relations in the background of traditional linguistic 
corpora. We will discuss the annotations guidelines to be further developed in this corpus 
linguistic project in section 4 and section 5 and discuss the evaluation of the annotation 
procedure und its results in section 6. Finally, after the conclusion in section 7, we return 
to the bigger picture in section 8. 

2 The concept of frames2

In the context of mathematical proofs, readers of proofs have expectations due to their 
mathematical training. These allow them to interpret a mathematical text and to comple-
ment it with additional relevant information. Originally developed in linguistics, cogni-
tive science and artificial intelligence, the concept of frame – nowadays very polyse-
mous – is employed in models of how understanding combines explicitly given informa-
tion with expectations derived from background knowledge.

2.1 Related framework

Minsky (1974) introduces frames as a general “data-structure for representing a stereo-
typed situation, like being in a certain kind of living room, or going to a child’s birthday 

2	 The text of this section is closely based on the corresponding section 2 of Carl et al. (2021).
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party” (Minsky 1974, 1); frames are part of a frame-system. Despite the reference to “sit-
uations”, frames can be used to model concepts in the widest sense, already evidenced 
by the examples in Minsky (1974), from vision to story understanding.3

Each frame contains slots (or features), which can be (sub-)frames again. Slots can have 
default values or carry constraints. They are filled by concrete values. Some formal sys-
tems such as the Frame Representation Language (FRL, cf. Roberts & Goldstein 1977) 
permit the ‘lazy’ calculation of values from others by attaching procedures to slots. For 
instance, a circle in Euclidean geometry, the centre and the radius suffice to describe the 
circle. Thence, we may calculate the circle diameter, if needed. Related to feature struc-
tures (see, e.g., Carpenter 1992), later formalizations of the frame concept use an inherit-
ance hierarchy of types to constrain both the proliferation of features and their values.

FrameNet4 is an important linguistic project using frames. Its hierarchical model of 
(mainly) verb semantics defines frames whose main constituents are the participants and 
their semantic roles. Frames are evoked by verbs; they provide roles that can be taken 
on by entities in the discourse universe. These roles can be either core or non-core roles, 
which captures the salience and optionality of the roles within a frame. For example, the 
FrameNet frame Commerce_buy has the core roles Buyer and Goods, while Seller, 
Money and Means (e.g., cash vs. check) and many others are non-core roles. Differ-
ences in role assignment capture semantic (and pragmatic) differences between verbs, 
as in the following example. Here, the explicitly realized frame elements are annotated 
with their roles:

(1) 	 [Buyer John] bought [Goods a beautiful medieval book] [Time yesterday]. [Seller 
Peter] sold [Goods a beautiful medieval book] to [Buyer John] for [Money twenty 
Euros].

The frames representing buying and selling can be represented in a feature-value matrix 
as follows. The example in Figure 1 shows the buy frame, also illustrating subframes 
(in the Time field). An exclamation mark indicates core roles, and the semantics of the 
expression is described by double brackets. Point-in-time, person, money, purpose are 
type labels constraining potential fillers. We abbreviate the frame, indicating this with 
the ellipsis dots, thus omitting slots that have not been realised explicitly. By convention, 
a description in this way is generally partial (and thus ellipsis dots are not really needed).

3	 Schank & Abelson (1977) develop the related concept of scripts, which adds a temporal 
dimension. Our use of frames also resembles scripts if one reads the constituents of certain proof 
structural frames (as introduced below) as a plan for linear text organisation.

4	 See, e.g., Ruppenhofer et al. (2006) and the project’s website at https://framenet.icsi.
berkeley.edu. Accessed: 1 December 2025.

https://framenet.icsi.berkeley.edu/
https://framenet.icsi.berkeley.edu/
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Figure 1. A frame representation buying and selling a book as in the sentences of exam-
ple (1). ! marks core roles

While both sentences evoke similar frames, the Seller slot need not be filled in the first 
case. However, it is present and could be filled, just as the Time slot specifying when the 
transfer occurs is present (but usually non-core) with most verbs and can be filled with 
more or less specific values.5

The concept of frame has been developed further in linguistic and philosophic projects 
recently, most notably in Düsseldorf in the SFB 991: Die Struktur von Repräsenta-
tionen in Sprache, Kognition und Wissenschaft (see, e.g., Gamerschlag et al. 2014; 
Gamerschlag et al. 2015), exploring how frames are connected to the semantic category 
of functional concepts (see Löbner 2015), and also investigating the history of scien-
tific language and even connecting to discourse analysis (see e.g. Ziem 2008; Ziem 
2014). With respect to the formal representation of frames, Petersen (2015) develops 
a model using feature structures (closely related to those explored by Carpenter 1992) 

5	 Even core roles can be omitted sometimes, as in John finally sold his car. Salience and 
optionality must hence be considered to be gradual.
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and highlights the connection between frames and functional concepts. In the realm 
of mathematics the frame concept was first used in the context of didactics by Davis 
(1984). From a constructivist perspective Davis (1984) models the possibly errone-
ous and over-generalized individual knowledge of learners by frames. In this approach 
frames are a tool for the modelling of individual conditions for success or difficulties in 
learning processes. Many of the frames causing errors are overgeneralizations of math-
ematical knowledge acquired up to a certain stage, as, e.g., a frame of binary operations 
equipped with features of addition which is transferred to multiplication and leads to 
invalid calculations like 4 × 4 = 8 (Davis 1984, 111–113). In other cases, Davis (1984) 
argues that explanations for certain mathematical phenomena given by students depend 
on very basic pre-mathematical frames.

Modelling inductive proofs, Fisseni et al. (2019) see frames as guiding the processing 
of proofs based on usual mathematical practice. Carl et al. (2021) relate the frames ap-
proach to concepts of understanding and especially Avigad’s (2008) ability-based ac-
count of understanding mathematical proofs. Fisseni, Sarikaya & Schröder (2023) dis-
cuss how the concept of frames can be used to explore and explain the notion of innova-
tion in mathematical practice.

The approach to applying the frame concept to mathematical proofs taken in this paper 
builds on the three aforementioned papers. It hypothesizes, as stated in the introduc-
tion, that (at least) two kinds of frames play a crucial role. Structural frames on the one 
hand schematically model the structure of proofs and definitions, similar to what Engel 
(1999) presents as proof techniques. Ontological frames on the other hand model domain 
knowledge: mathematical structures and typical patterns of expressions referring to them 
and their elements. Even if this distinction between structural and ontological frames is 
assumed to be heuristic and depends on the approach and field of the proof, it is useful 
for the investigation of mathematical texts and therefore will underlie our annotation.

The mathematical subfield and the type of text determine expectations regarding pres-
ence and explicitness of proof elements, as attested to by the differences between, e.g., 
textbooks articles in a mathematical journal. Frames, formalizing these expectations, 
bridge the gap between the text and more formal representations. Handbook articles on 
specific areas often present proof techniques; these can be understood as building blocks 
for frames that can also be used in innovative ways.

2.2 Interaction of frames, introducing the frame of induction

In frame systems, frames can interact slots of one frame can be filled from neighbouring, 
sub- or superordinate frames. For instance, the form of an induction depends on the un-
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derlying inductive type. The general structure in Figure 26 gives the typical parts of the 
induction proof such as the Base-Case, the Induction-Step and the Induction-Varia-
ble. As the form of an induction on some type is also dependent on the structure of said 
type, the mentioned slots are complemented by those for the Induction-Signature and 
the Induction-Domain. The non-recursive Base-Constructors of the latter provide 
the cases in the Base-Case of the induction, and it Recursive-Constructors derive the 
‘successors’ of the base values, thus informing the Induction-Step.

This explicit frame structure (defined in the appendix of Fisseni et al. 2019) allows mul-
tiple Base-Constructors and Step-Constructors. Types with one base constructor 
and one recursive constructor allow for a simpler, more specialized frame.

Structurally, a typical induction on natural numbers will contain one Base-Case and one 
Induction-Step. Often Base-Case concerns the element 0 or 1 and Induction-Step 
refers to the successor function, λx.x + 1, which given a natural numer returns the next 
one. When an induction is done on all even numbers, the step function can return the 
next even number, λx.x + 2.7

An induction on complex formulas contains Case-Proofs for each kind of atomic for-
mulas in the Proof of the Base-Case, and one element in the Case-Proofs for each 
connective of the formal language in the Proof of the Induction-Step. Ontologically, 
the form of hypotheses of the Base-Case and Induction-Step are constrained by the 
Base-Constructors and Recursive-Constructors: The former by default concerns 
the value of one of the Base-Constructors and the latter applications of the Recur-
sive-Constructors.

In the view adopted in Fisseni et al. (2019) and Carl et al. (2021), frames – both ontologi-
cal and structural ones – have a conceptual and a form dimension. The latter consists in 
text-structuring elements, notational conventions and linguistic triggers. An example of 
a linguistic trigger are certain plural constructions like “L1 and L2 are parallel”, which 
presuppose a symmetric relation (here: parallel, meaning that L1 is parallel to L2 and – 
due to the symmetry – also that the inverse holds: L2 is parallel to L1) and thus trigger the 
ontological frame of symmetric relations (see, e.g., Cramer & Schröder 2012).

In this bilateral sign-like conception frames deviate from Fillmore’s original understand-
ing of frames as a mere representation of meaning. We chose this approach because 
structural frames in mathematics do not just define slots and their semantic relation, but 

6	 The structure is adjusted to multiple Base-Constructors and Step-Constructors, tak-
en from the appendix of Fisseni et al. (2019); a simpler version can be defined for types with one 
base constructor and one recursive constructor.

7	 Alternative formalizations are possible, see section 6.
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also on different levels abstraction influence how proofs are “told”. This comprises, e.g., 
the choice of variables and notation at lower levels of abstraction, and the conventional 
order of proof parts at higher levels. The latter reminds of event sequences in narrative 
texts and is clearly related to aspects of cognitive organization.

Figure 2. Induction frame. (?!) marks default fillers of a slot. The whole representation 
describes the proof, but Induction-Domain and Induction-Variable are displayed as 
sub-frames and connected to different places in the Proof sub-frame by structure shar-
ing (indicated by boxes)

In this respect our frames resemble linguistic constructions in the sense of construction 
grammar as advocated by Goldberg (2006) and others: Like constructions, frames are or-
ganized in type hierarchies of more general and more specialized frames. Similar to the 
acquisition of linguistic constructions in constructivist language acquisition approaches 
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(cf. Tomasello 2005), more general frames are usually acquired by generalization from 
more specific frames. Despite these parallel conceptualizations, frames differ from usual 
concepts of linguistic constructions as the restrictions on the form side are less strict. 
Most frames can be evoked by a huge range of formal realizations and hints, such as 
certain argumentation patterns. The form-concept relation is less transparent and more 
abstract compared with constructions usually discussed in linguistics.

3 Research questions

In this section, we present some research questions we want to address, and which would 
profit from a corpus such as the one we are designing.

3.1 Philosophical research questions

Since mathematical texts play a role in what mathematicians do, it can be expected to 
make a contribution for the study of mathematical practice. This means that we can 
expect results relevant to the (relatively) newly formed discipline of the philosophy of 
mathematical practice, which is currently stressing the need to incorporate the work of 
mathematicians into philosophical considerations on mathematics. Or in the words of a 
founding member of the Association for Philosophy of Mathematical Practice created in 
2009, P. Mancosu:

[A]nyone familiar with contemporary philosophy of mathematics will be aware of the 
need for new approaches that pay closer attention to mathematical practice. (Man-
cosu 2008, preface)

While this community is still a minority, it is constantly growing. If we begin to focus 
more on the practice of working mathematicians, rather than focusing on purely meta-
physical questions of the status of numbers, it becomes interesting to use existing frame-
works from philosophy of science. We can note here that the frame approach has already 
been used in philosophy of science in general (Kornmesser 2018). This opens up the 
possibility to discuss the issues raised in the SFB 991 at the University of Düsseldorf8 
for the philosophy of mathematics.

Text is a crucial medium for the transfer of mathematical ideas, agendas and results 
in the scientific community and in the context of education. This makes the focus on 
mathematical texts a natural and important part of the philosophical study of mathemat-
ics. Moreover, it opens up the possibility to apply a huge corpus of knowledge available 
from the study of texts in other disciplines to problems in the philosophy of mathematics. 
Big data studies of the corpus of all texts in the ArXiV are reported by Sørensen et al. 

8	 See https://frames.phil.uni-duesseldorf.de/ and the publications cited in the previous section.

https://frames.phil.uni-duesseldorf.de/
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(2024) and Johansen et al. (2022). But these texts are of course not meaningfully an-
notated, even though there is some structure gained from those articles that also upload 
their LaTeX code, like the proof environment (\begin{proof} … \end{proof}) often an-
notating which part of the text corresponds to proofs.

In earlier articles we already sketched parts of the philosophical impact of the frame 
approach. Carl et al. (2021) argued that many aspects of a prominent operationalization 
of understanding can be explained in terms of frames, for instance frame-identification 
as the ability to give a high-level outline. Fisseni, Sarikaya and Schröder (2023) talked 
about aspects of novelty and the connection of far-apart fields of mathematics. Here 
frames were used to explain, among others, how different perspectives on an object can 
make different questions salient and how notational systems and metaphors can motivate 
new steps that can then later be properly embedded into a theory. We suspect that many 
philosophical debates might benefit from the concept of frames, including questions on 
explainability, notations, questions of (national) styles of mathematics. We also sketched 
some future case studies, like the development of the forcing technique in set theory.

Finally, the frame approach may motivate the semantic view of theories. This view states 
that a theory can be identified with a collection of its models, rather than with a set of its 
true statements. Some of those models have another status than other, they are intended 
models. This can be read in straight forward Tarskian style, i.e. we read model as defined 
in the mathematical discipline of model theory. This relates to ontological frames, as 
ontological frames do not only capture the definition of an object, but we could develop 
a routine that ‘guesses’ what would be expected fillers. For instance, when dealing with a 
topological space, we may assume that in addition this space is likely a Hausdorff space. 
A reader could simply then fill in a metric space or even R  as their paradigmatic example 
for a space. This would be wrong, at least in full generality, but it could work in many 
cases. Anyhow it might simply show that the frames of the author (or a community at 
large) are non-ideal, and hence do not actually capture the theory fixed by the axioms, 
for instance when non-topologists most of the time (wrongly) implicitly assume that 
topological space is a metric space.

This also shows in another notion related to structuralism, namely theory-nets. As frames 
are organized in an inheritance hierarchy, we can map out whole theories of mathemati-
cal structures. This is highly parallel to thoughts of specialization discussed for empirical 
theories.

Specialization introduces another type of relation among theory-elements to account 
for the inner structure of theories. A large number of scientific theories, in the ordinary 
sense of the term, have been reconstructed in the form of a tree-like structure with a 
basic theory-element at the top and several branches of more special theory-elements. 
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The underlying idea is that any intended application of any specialized theory-element T 
is also an intended application of the more basic theory-elements being higher up in the 
hierarchy. Through specialization, the substantial laws of different theory-elements can 
be superimposed (Andreas & Zenker 2014).

To take an example take the theory-net of algebraic structures. We do not start with the 
group axioms per se, but with different models or examples. This mimics how we learn 
and also the historical developments. We study the integral numbers long before the 
algebraic structure of a ring and before the group structure of (ℤ, +). Frames are learned 
by examples, and we keep paradigmatic examples in our mind. This semantic view of 
theories can be associated with structuralist thinking, where a theory is not just seen as 
a set of truths (or a set of axioms and its deductive closure) but putting models forefront 
and the relation with each other. So each theory comes with paradigmatic examples. 
Groups are introduced after and relying on the study of natural numbers, whole numbers 
and symmetries. Often, we observe additional structure (namely the ring structure), but 
time shows that there are non-ring groups that are interesting as well. We can even study 
algebraic structures which are weaker than groups, but those have been less successful, 
i.e. are not much used, in current practice.

A few further directions we also mentioned as possible future works in the quoted papers 
are questions of the identity of proofs. It is clearly not necessary for the actual text of two 
proof texts to be identical. Being subsumed under the same frame and having (in some 
sense) equivalent fillings of the slots may be a better identity criterion.

Frames can also help to think about the discussion around the derivation-indicator view 
(see, e.g., Azzouni 2004; Carl & Koepke 2010), as it describes a possible intermediate step. 
Whether this is really an intermediate step to a derivation is of course up to discussion.

Finally, it is to be stressed that frames might well relate to something cognitively real 
opening a window to many questions of the epistemology of mathematics.

3.2 Linguistic research questions

As mentioned in the introduction, we want to study the acquisition and usage of frames 
in mathematical texts.

One point of departure is the differentiation between ontological and structural frames 
sketched in section 2.1. As this distinction is heuristic, we can characterize annotation 
in the following way: High-level annotation mainly concerns the identification of struc-
tural frames, and determining potential triggers (for instance, by induction) and fillers of 
frame slots (for instance, the induction anchor).
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Structural frames are high-level structures because these frames generally connect sev-
eral phrases across the proof, which fill different slots one by one. Ontological frames 
tend to act as fillers, and their slots are mostly filled immediately in definitions or dec-
larations.

We assume that slots follow certain structural patterns. For instance, a typical induc-
tion anchor contains fixing a variable, a typical induction step contains a predication 
about two discrete values a natural ‘step’ apart; these two patterns also indicate the 
higher-level frame of induction. We call such structurally marked constructions frame 
indicators; these give less clear indication of frames, but a combination of indicators 
with a suitable context may be sufficient to trigger a frame. (Instances of) ontological 
frames are used/presupposed as fillers and therefore referenced in formulaic or linguis-
tic expressions. Structural frames, on the contrary, are assumed to be expressed across 
several sentences.

Frames model how explicit and implicit information are combined with background 
knowledge. This connects well with a typical feature of mathematical proof texts: They 
often contain many gaps that are left – to quote a classic phase ‘as an exercise to the 
reader’. Omissions may include non-trivial steps or even the full omission of (large parts 
of) proofs. The reader is expected to be able to ‘fill in the details’.

Another particularity of mathematical proofs is that they often contain explicit marking, 
often combined with numbering, for text structure such as definitions, theorems, and 
proofs, at times even of single formulas. Broader study of these patterns will allow us to 
shed some light on the question how pervasive these patterns are, and how they interact 
with the introduction and use of frames.

On the linguistic side of things, the outlined project aims to provide insights into the 
structuring of texts and the management of discourse referents by frames for mathe-
matical (proof) texts. This goal already started early in the mentioned Naproche project 
(Schröder & Koepke 2003; Fisseni 2003).

Unlike many other text types, the intended semantic meaning of a proof text can often be 
reconstructed quite unambiguously. This makes this text type an ideal research case for 
studying the interplay between text/process structuring and ontological frames. There-
fore, we claim that this work will be a great test case for Natural Language processing in 
general. This application scenario allows for studying the feasibility of algorithmically 
constructing a (logically) largely unambiguous text interpretation (e.g., in the sense of 
Proof Representation Structures as described in Cramer et al. 2009; Cramer, Koepke & 
Schröder 2011) using frame-based techniques in a relatively ideal domain.
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Basically, our hypothesis is that basic frames are introduced by various explicit indi-
cators. For ontological frames, we expect introduction by definitions and the explicit 
introduction of notational means. In the case of structural frames, we expect initially the 
explicit marking of the structuring of the proof and explanations of this structure. It is an 
empirical question to which extent the order of elements follows a conventional order or 
is varied in mathematical text.

For frames that are already known to the reader, we want to study how they are sig-
naled. We expect that this is done by a variety of linguistic means, including anaphoric 
references, conventions of function or variable names and potentially typical triggers or 
indicators. The corpus will allow us to evaluate the conditions under which these means 
are used, and whether they depend on context.

4 Corpus annotation: General considerations

The corpus as envisaged in this article is designed to allow linguistic and philosophical 
investigation of frame usage in mathematical texts.

The corpus will be annotated using standard formats to ensure interoperability and reus-
ability.9 In our area, the relevant specifications are the TEI10 guidelines for text encoding, 
but also the MMT11 framework for mathematical knowledge representation. We focus 
on TEI compatibility here (see section 4.2).

To start in as theory-neutral a way as possible, initial annotation will be surface-oriented. 
This means that we only annotate stretches of text with respect to the role they play in 
mathematical frames we assume they represent. Specifically, we do not annotate infor-
mation that is only implicitly given or must be supplemented by semantic inference and 
type-shifting (see next section for examples).

We thus distinguish the following components of annotation process: Going bottom-
up, identifying shallow frame constituents (structural patterns) that, by default, can be 
viewed as slot fillers (among these, indicators) and frame triggers. Due to the recursivity 
of frames, however, not all fillers can be shallow constituents, but sometimes even full 
frames will fill a slot.

Structural frames are not necessarily explicitly introduced by any fixed lexical items. In 
a proof by induction any overt reference to induction, inductivity etc. may be missing. 

9	 As is standard by now, software tools for annotation and management of the corpus will 
be released as open source wherever possible.

10	 Available at: https://tei-c.org/. Accessed: 1 December 2025.
11	 Available at: https://uniformal.github.io. Accessed: 1 December 2025.

https://tei-c.org/
https://uniformal.github.io/
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In some cases, the relevant frame can only be inferred by the logical properties and the 
relation of its arguments. In this respect frame annotation may resemble the proposal of 
a “‘loose’ layer” of inferred frames in addition to a “‘strict’ FrameNet-compatible lexi-
cal layer” (Remijnse & Minnema 2020, 13). The essential difference to these layered 
approaches is that our inferred structural frames do not overlay lexical frames. Contrary 
to the flat conception of lexical frames structural mathematical frames are recursively 
nested with a increasing tendency of lexical grounding of frames closer to the leaves of 
this nested structure.

Determining frames, which is a mixed process of top-down hypotheses and bottom-up 
pattern recognition (triggers, configurations of indicators), including assigning shallow 
and recursive constituents to slots. The latter includes identifying those fillers which are 
not explicit in the text.

In the example proof of Figure 312, the fact that it is a proof by induction is mentioned 
explicitly only in the very last sentence. For the expert reader the proof strategy becomes 
clear in the course of reading by the type of claim, by the subgoals of the proof, by the 
demand to repeat the argument, and finally the explicit mention of the trigger word in-
duction. So, the structural frame of a proof by induction could assumed as a top-down 
hypothesis, and its slots can be filled by the respective proof parts.

Figure 3. Example proof without annotation

12	 The annotated version is shown in Figure 4.
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Figure 4. Example proof from Figure 3 with annotations

To lay a good foundation for the high-level annotation, it is desirable to develop a sur-
face-level annotation which provides categories that are candidates for triggers and on-
tological frames, but also treats mathematical formulas and uses linguistic preprocessing 
to guide annotators (see next section).

Based on previous work on frames and mathematical language, the following corre-
spondences between linguistic structure and frame structure are expected; in these, we 
must take into account that mathematical text uses formulas both as referring and as 
sentence-valued expressions. Therefore, mathematical formulas will be annotated and 
tentatively tagged for both uses. A deep annotation of formulas is not intended at this 
stage. To a large extent the syntactic structure of formulas could be parsed automati-
cally, but semantic ambiguities remain to be resolved. a(b − 1) could mean a function 
a applied to the argument b − 1 or the product of a and b − 1. For our purposes the an-
notation of frame indicators (see below) within formulas and of parts of formulas which 
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are targets of slot references (e.g., “the sum on the left side of the formula”) could be 
relevant.13

First, a structural frame that is explicitly realized must be connected to a span of text, 
at least several sentences. Its slots can be of different size. Secondly, ontological frames 
are by default realized as referring expressions, i.e. noun phrases or variables. Of course, 
other realizations are possible (see Tanswell & Inglis 2022 for a discussion of some cases). 
Third, triggers (structural and ontological frames) must be connected to individual words 
or phrases. These, of course can be discontinuous, as German particle verbs (umformen, 
formen… um ‘transform an equation’) or analytic verb forms (wird… gezeigt ‘is shown’) 
which can be extended by adverbs (‘is presently transformed’). Fourth, indicators corre-
spond to propositional units, i.e. at least one sentence or sentence-valued formula. Indica-
tors may be discontinuous, as they may be separated by other indicators or fillers.

4.1 An example proof

The example proof from Kowalski (2016, 93) is shown in two versions: in Figure 3 with-
out annotation, and in Figure 4, we illustrate the frame annotation without showing any 
XML; the annotation principles are sketched below. Chunking and pos-tagging are also 
omitted, but formulas are tagged as referring or sentence-valued. “Lexical units that do 
not play a role as triggers or indicators for the specific frames under discussion (e.g., let, 
since, therefore), have not been annotated in the example to keep it readable.

While the proof uses induction on natural numbers, it just mentions the induction frame 
(trigger!) late after giving an example for the step from the base case to the immediate 
successor. The clearest trigger thus is the phrase “by induction” in the last sentence. But 
there are several indicators before that like the step from t1 = 0  to t2 = 0 in the preceding 
sentence. That i is to be the Induction-Variable with i = 1 as the Base-Condition can 
be inferred from the step from t1 to t2 and the universal quantification. Only the Asser-
tion is stated explicitly. The whole proof has to be reconstructed from the hint that in 
the step from i = 1 to i = 2 f k-2 has to be applied instead of f k-1, which leads to the general 
term f k-(i+1) for the step from i to i + 1.

4.2 Annotation principles

Annotation will be TEI-compatible, using stand-off annotation, i.e. annotations will be 
linked to the text by pointers. This allows us to add annotation layers that are structurally 
very different from the original structure.

13	 A reviewer of this paper asked about annotation of formulas “as they are read”. This 
would be a kind of “normalization” of mathematical texts, which could lead to lexical targets 
for FrameNet-frames. As we do not assume that there exists a canonical reading for formulas in 
general, the definition of special formal triggers and indicators seems more feasible at this stage.
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The text will be recorded using standard-TEI segments and specific mathematical anno-
tation, taking special care of numbering and labelling to allow for research on text struc-
ture. Mathematical text is usually written in the LaTeX14 system. As the TEI stylesheets15 
do not allow conversion from (but only to) LaTeX format, we will have to build our own 
conversion, building on Pandoc’s16 TEI Simple conversion.

The following annotation will be in-line, as we consider it part of the text, and no struc-
tural divergence can arise: Text structure will be annotated using standard TEI elements, 
formulas will be annotated as such, and there will be linguistic annotation on the level 
of chunking.

Stand-off annotation will contain the following layers: First, linguistic annotation on the 
word level. To achieve optimal alignment between linguistic structure and annotation, 
we will annotate the text linguistically using chunking and POS-tagging (for the ratio
nale, see below). Secondly, formula annotation. Formulas will heuristically be classified 
as sentence-valued or referring expressions (see below, section 4.3). Thirdly, frame an-
notation. Based semantically on typed feature structures (see, e.g., Carpenter 1992), this 
annotation layer will be implemented using TEI feature structures to the extent possible.

Coreference will not be annotated in the first phase, as this task can be complicated in 
cases such as plural entities (e.g., y and f (x)). This layer of annotation may be added in 
a later phase, and may be necessary to resolve certain slot fillers.

4.3 Before manual annotation

The following automatic linguistic preprocessing will be applied and provides goals for 
pointers of stand-off annotation. In cases linguistic preprocessing leads to inadequate 
results, it will have to be corrected in manual annotation.

First, sentences will be annotated with parts of speech (POS) to help identify referring 
expressions and hence reference to ontological frames. Also, trigger candidates (e.g., by 
induction, by contradiction) shall be marked. As such expressions may be formulaic, 
formulas and mixed expressions must be annotated and heuristically classified as sen-
tence-valued (e.g., equations as in hence, a + b = 0) or referring expressions (e.g., simple 
variables or appositions like the equation a + b = 0). Interpretation of formulas is outside 
the scope of this step; it will be taken up later in frame analysis.

14	 Available at: https://www.latex-project.org/. Accessed: 1 December 2025.
15	 Available at: https://github.com/TEIC/Stylesheets. Accessed: 1 December 2025.
16	 Available at: https://pandoc.org/. Accessed: 1 December 2025.

https://www.latex-project.org/
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5 Annotation guidelines

Writing annotation guidelines is not trivial. In our case, the task is complicated by the 
fact that the goal structure is not necessarily close to the surface structure of the text, but 
is rather oriented towards a higher-level representation of proofs.

Lemnitzer & Zinsmeister (2015) list the following criteria for good annotation guide-
lines:

a)	 a list of all tag names (mostly descriptive abbreviations) together with their full 
names (category names),

b)	 definitions of the categories,
c)	 prototypical annotation examples for the categories,
d)	 tests that help to decide whether a category applies,
e)	 problematic examples with [correct] annotations,
f)	 typical confusion categories (i.e. competing tags) with examples. (Lemnitzer & 

Zinsmeister 2015, 102, our translation)

We will strive to meet these criteria. For reasons of space and avoidance of boredom, 
we cannot provide a full set of annotation guidelines here. Instead, we will discuss some 
of the challenges that arise in writing such guidelines and sketch our approach to these 
challenges. We will not give examples of tests or confusion categories here yet, but we 
will discuss some problematic examples.

As explained earlier, the resulting frame structure will (by default, but not necessarily) be 
much more complete than the text – filling the gaps –, so that both sub-frame structure and 
fillers may have to be inferred. This is different from, for instance, the linguistic annotation 
in FrameNet, which focusses on non-recursive structures with the verb as the base (and 
explicit trigger) of the frame, while our frames are recursive and need not have a unique 
and unequivocal trigger: an induction need not contain any explicit reference to induction.

5.1 Annotators

Annotators must be able to build up the frame structure for themselves. As this is a her-
meneutic process guided partly by the proof text, but also by mathematical culture, an-
notators must be educated enough in mathematics to understand the text and supplement 
the missing parts. These aspects of mathematical practice can be imparted in training 
workshops or self-paced learning.

It is questionable whether it is possible to find annotators with advanced competence. 
Hence, annotators will be instructed to stick to the units determined by preprocessing if 
possible.
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5.2 How to start manual annotation

In the beginning, annotators will be presented with the text of the proof. Annotation 
spans will be aligned with certain linguistic categories.

Based on this, annotators will mark up triggers and indicators as well as (corresponding) 
structural frames, and will build up the frame structure by assigning fillers to slots. The 
frame structure will be built up according to the structural frames, referencing triggers 
and indicators. Ontological frames will be marked up as they are encountered, but only 
those structures that are explicitly realized in the text will be annotated.

5.3 The frame library and the challenge of new frames

The annotation guidelines will contain a description of frames. The frame library will 
not be expanded during the project to achieve consistency. If frames are missing, an-
notators will be instructed to mark these cases and skip annotation. Later, the respective 
proofs will be reinspected, and the frame library will be revised and expanded if neces-
sary. This may lead to re-annotation of other proofs, as well.

An excerpt of the inheritance hierarchy of frames in the proved family is shown in Figure 5.

Figure 5. Inheritance hierarchy of frames in the proved family

5.4 Challenge avoided: Bridging structural and logical gaps

Logical gaps can occur on different levels, and are often covered by the classical state-
ments left to the reader, is obviously true etc. Filling these gaps corresponds to complet-
ing the goal frame; however, there may be more than one way to do it.

Structural gaps occur in two cases. First, slots or sub-frames may be only partially real-
ized, i.e. only a slot of a sub-frame is realized. This can be annotated by linking the reali-
zation to its slot, but it begs the question how to resolve sub-frame types etc. Secondly, 
slot fillers may differ in abstraction from the slot value they must provide. An example 
is the step function. We again distinguish two cases. The step statement is often given 
by an instance of its application, i.e. in the induction step; alternatively, the step state-
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ment may be expressed by referring in a very abstract way (the next element, or similar). 
In either case, reconstructing the step function involves fine-grained interpretation and 
semantic typing.

How to bridge such gaps can be considered an empirical question. We have therefore 
decided not to annotate such gaps in the first phase. How to fill them best will be one of 
the first uses of the corpus.

5.5 Challenge avoided: Variable use

Certain values such as induction variables occur many times in a proof text. Annotating 
all instances manually is tedious but annotating them automatically may lead to incorrect 
results.

Complications arise from using variables of the same name in different scopes of the 
same text. For instance, a variable may be bound to a value in the induction anchor, but 
then used as a free variable in the induction step. Similarly, a variable may be fixed in a 
hypothesis, but then used as unbound in the conclusion.

We have therefore decided not to annotate variable use for now. Investigating how to 
best deal with variable use will be one of the first uses of the corpus.

5.6 Challenge: Resolving typing ambiguities

Annotation guidelines must give indications on how to deal with ambiguities. We now 
discuss examples of ambiguities, also sketching our approach to avoiding them or re-
solving them in context.

In annotating induction proofs, ambiguities arise between the step, the domain of in-
duction and the function. This is based on an inner-theoretical choice: If the domain 
is constructed in a way that its constructor corresponds to the step function, one gets a 
proliferation of domains, i.e., induction on odd or even numbers, on numbers divisible 
by ten etc. If, on the other hand, one takes a number of basic types and treats the function 
as independent of the constructor, this results in many step functions. Logically, both ap-
proaches are equivalent, but they lead to different annotation strategies.

We have decided to follow the surface structure of the proof as much as possible, i.e., 
when an induction is performed on a certain type, we annotate this type as the domain of 
induction, and the step function is inferred from the text of the induction step. In case the 
proof is so sketchy that we cannot decide which approach is used, we follow the second 
approach, i.e., use a small number of basic types and infer the step function.
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6 Evaluation

Whether annotation guidelines have the desired effect of leading to correct annotations 
and as few deviations as possible between different annotators should be evaluated in 
any corpus building project.

The evaluation can be based on metrics for inter-annotator comparisons. However, this 
cannot be done on the basis of kappa values such as Cohen’s kappa or Fleiss’ kappa 
alone, since it is not only a matter of categorizing data by assigning it to frames and 
slots, but also of annotating the textual extension on the form side of the frames and the 
relational assignment of slots to frames.

Since the requirements for a comparison of frame annotations are similar to those for the 
evaluation of parser output, the metrics of parser evaluation will be discussed here. We 
distinguish the mere comparison of two or more annotations from the evaluation relative 
to a gold standard as a reference annotation. Parser evaluation is usually done against a 
gold-standard. For our scenario we consider the greatest possible inter-annotator agree-
ment based on the annotation guidelines to be developed and refined in an iterative 
process as the goal of the first step of the evaluation. If a high degree of agreement is 
attained, a gold-standard could be devised on this basis.

In our corpus annotation we will limit ourselves to structural frames and a flat annotation 
of ontological types at the structural leaves and annotation of frame triggers, as elabo-
rated in the two preceding sections. This leads to non-cyclic tree graphs with possibly 
crossing edges.

If we disregard evaluation metrics which take specific error types of syntactic parsing 
into account, we essentially have four types of metrics (cf. Romanyshyn 2021).

In leaf-ancestor evaluation (cf. Sampson & Babarczy 2003), the paths from the root 
node to the leaves in the parse tree are compared for each word. The distances are meas-
ured by the minimum edit distance relative to the number of nodes in the parse tree of the 
gold standard. In this metrics errors near the tree root have a great impact because they 
affect more paths than errors lower in the tree.

Cross-bracketing (as e.g. defined in Caroll, Briscoe & Sanfilippo 1998) counts how 
many text parts are subsumed (bracketed) differently under frame slots by determining 
how many beginnings and ends of text parts do not match for the annotations to be com-
pared. So, it can be used to determine whether the text parts that can be assigned to slots 
and frames match in different annotations. It is therefore a measure mostly for quality of 
the leaf-related parts of the annotation.
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While the leaf-ancestor evaluation only determines the minimum editing distance for 
the paths from the terminal nodes to the root nodes, the minimum tree edit distance 
(TED)17 measures how many editing steps (adding, deleting and renaming nodes) are 
required to transform the given tree into the gold standard. Variants arise depending on 
the weighting of different editing operations. In the case of strongly divergent frame 
analyses, however, it can be difficult to find suitable editing strategies that lead to a mini-
mization of the editing steps.

The ParsEval measures determine the number of constituents that have the same exten-
sion in the parse tree as those in the gold standard.18 The precision is defined as the ratio 
of the correctly determined constituents to the constituents in the parser output, the recall 
is the number of correctly determined constituents in the parser output in relation to the 
number of constituents in the gold standard. An F-score can be calculated on the basis 
of precision and recall as the harmonic mean of both values which could be weighted 
in favour of one or the other value. This measure only provides information about the 
extent of the text parts corresponding to the nodes in the parse tree and the number of 
nodes between root and leaves.

The classification of the constituents is not taken into account in the ParsEval base meas-
ure. In labelled precision and labelled recall, however, it is possible to determine how 
many matches there are in text extension and label.

In a more refined metrics of ParsEval, the errors in nodes can also be weighted depend-
ing on how far they are from the leaves. This is based on the assumption that faults closer 
to the root are more serious than faults closer to the leaves. In the evaluation of frames 
other forms of weighting could be taken into consideration.

In section 2, we mentioned the similarities and differences between our conception of 
structural frames and linguistic constructions. While both share their bilateral structure 
of form and meaning, we conceive frames as much less bound to the surface structure 
of the text. The textual borders of certain frames and their fillers may be more disput-
able than in the case of grammatical constructions. Therefore, essentially text extension-
based metrics as cross-bracketing and ParsEval seem less suited for our purpose than 
metrics highlighting the tree structure as leaf-ancestor evaluation and TED.

Any metrics taking into consideration the node labels of the tree, i.e. frame types and 
slots, should regard that the types are differently distant from each other. A frame sub-
type is to be treated differently from a completely contradictory type assignment. Hier-

17	  For a survey of problems related to computing the TED see Bille (2005).
18	  For the original introduction of the ParsEval concept see Black et al. (1991).
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archy-based measures for frame type distances could be a suitable approximation for the 
assessment of the quality of frame type matching. So, recognizing a proof correctly as 
an induction proof but being mistaken in the type of induction (e. g. induction-natural-
numbers instead of induction-trees in the hierarchy fragment of figure 2 would neverthe-
less allow for a correct detection of slot fillers and would not make the annotation useless 
as a whole.

But it seems well motivated that any metrics should take the root distance into consid-
eration. Mistakes higher up in the frame structure tree, i.e., principal misinterpretations 
of the proof structure, have more serious effects on the whole annotation than mistakes 
closer to leaves.

7 Conclusion

We have shown why the systematic creation of a corpus of mathematical texts anno-
tated with structural and ontological frames can contribute to several research goals in 
linguistics, philosophy of mathematics and natural language processing and highlighted 
the challenges of designing annotation for this corpus.

8 Outlook

The corpus will allow us to study the linguistic means by which frames are introduced 
and signalled. We sketched the hypotheses above, and expect that using the corpus, we 
will be able to test and refine these hypotheses.

In section 5, we discussed the challenges of writing annotation guidelines for frame an-
notation, and we had to postpone some important aspects such as the filling-in of proof 
gaps and the study of ambiguities. The corpus will allow us to study these aspects in a 
broader context and refine the annotation and the guidelines for taking a next step in the 
hermeneutic spiral.
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