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Abstract. This paper is devoted to the solution of one-dimensional Fractional Partial Differential
Equation (FPDE) with nonlocal integral conditions. These FPDEs have been of considerable interest
in the recent literature because fractional-order derivatives and integrals enable the description of the
memory and hereditary properties of different substances. Existence and uniqueness of the solution
of this FPDE are demonstrated. As for the numerical approach, a Galerkin method based on least
squares is considered. The numerical examples illustrate the fast convergence of this technique and
show the efficiency of the proposed method.
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1 Introduction

Fractional differential equations (FDEs) can be considered as generalizations of differ-
ential equations of integer order to an arbitrary order. These types of problems appear in
a large variety of areas, such as engineering, physics, and applied mathematics. Therefore,
they have generated a lot of interest among engineers and scientist in recent years. Some
recent developments in FDEs and in partial differential equations (PDEs) were proposed
in [3,4,10,13,14,16,21-23,29,34].

Also, existence and uniqueness of solutions to initial and boundary-value problems
for FDEs were studied in many articles; see [1,2,5,19,24,35], for example. Some results
of the existence and uniqueness in FDEs were obtained by using the well-known Lax—
Milgram theorem, and/or by fixed point theorems [11,24,36].
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Also, many problems in physics and technology were proposed using nonlocal con-
ditions for PDEs, which are normally described using purely integral conditions. Non-
local boundary conditions receive a lot of attention (see [7, 8, 25, 27, 28, 31, 32] and
references therein) because of their numerous applications in blood flow models, cellular
systems, chemical engineering, population dynamics, or viscoelasticity. We can also find
some applications in biological fluid dynamics, control theory, diffusive transport, electro-
chemistry, electrical networks, electromagnetic theory, fluid flow, geology, porous media,
rheology, signal processing, and many other physical processes; see [9,15,17,18,33].

In this paper, a fractional differential equation together with purely integral conditions
is analyzed concerning two aspects: (i) existence and uniqueness of solutions will be
studied, and (ii) we will also study the problem from a numerical point of view.

A suitable variational formulation is also the starting point of many numerical meth-
ods, such as finite element methods and spectral numerical schemes (for example, Galerkin
methods). Thus, the construction of the variational formulation is essential and relies
strongly on the choice of spaces and their norms. Motivated by this, we extend and
generalize the study for PDEs with nonlocal conditions to the study of fractional PDEs
with nonlocal conditions in Section 2. At the same time, we expand the works in classical
problems of fractional PDEs to nonstandard problems. We will extend the application
of the energy inequality method for obtaining uniqueness and existence of solutions in
functional weighted Sobolev spaces in Section 3. Finally, we will develop some numerical
schemes based on Galerkin methods in Section 4 and show the efficiency of them in the
numerical Section 5.

2 Formulation of the fractional partial differential equation

2.1 Caputo and Riemann-Liouville derivatives

First, we need some definitions to explain the problem that we shall study in this work: let
I'(-) denote the gamma function. For any positive noninteger value 0 < a < 1, the Caputo
derivative and the Riemann—Liouville derivative are, respectively, defined as follows:

Definition 1. The left Caputo derivatives can be expressed as

t

ou(x,
Socu(x,t) == Ti—a) / dr.

or t—T)
0

Definition 2. The left Riemann—Liouville derivatives are

t
R . 1 g/
o O ula,t) = Nl-—a)o t—T
0

Corollary 1. Riemann—Liouville and Caputo derivatives are linked by the following
relationship:
u(zx,0)

R qa _ Caha
00 u(z,t) = § Ofu(x,t) + T — o)

ey
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2.2 The fractional PDE with integral conditions

In the rectangular domain {2 = (0, 1) x (0,7T"), with T' < oo, for any positive non integer
0 < a < 1, we consider the fractional partial differential equation

0 v
_ Coa _ _ =
Lo =§ofv(z,t) 5 (a(a?, t) 3x) +b(z, )v(z, t) = F(z,t), (2)
subject to the initial condition
lu =v(z,0) =¢(x), z€(0,1), 3)

and the purely integral boundary conditions

/ o(@, ) dz = (1), / wo(z,t)dz = m(t), te[0,T), @)
0 0

where F, ¢, u, and m are known functions.

Assumption. For each (z,t) € £2, we assume:

sup s >0, i%f a(z,t) >0, (5)

and

2 2
b(x,t) + 2inf a(x,t) — 1 sup Ob(z,t) _ 19%alw,t) > M > 0. (6)

S
0 4 0 (91'2 2 8%2 B 5

First, we transform problem (2)—(4), with inhomogeneous conditions, to the equiva-
lent problem with homogeneous (and purely integral, nonlocal) boundary conditions. In
this way, it will be easier to demonstrate existence and uniqueness. For this purpose, we
introduce a new unknown function defined by

w(z,t) =v(x,t) — Uz, t),
where
Uz, t) = p(t) +6(2m(t) — p(t)) (—2z + 32°).

Problem (2)—(4) is therefore equivalent to

~ 0] 0
L0 = §o%w(x,t) — 92 (a(x,t)azj> + b(z, t)w = h(z,t), @)
tw=w(z,0) =), ze€(0,1), ®)
1 1
/w(m,ﬁ) dr =0, /xw(x,t) de =0, te€]0,T], 9)
0 0
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where h(z,t) = F(x,t) — LU, and p(x) = ¢(x) — LU satisfying the compatibility
conditions.

Once again, we introduce a new unknown function u(zx,t) = w(z,t) — ¢(z). Using
relation (1), problem (7)-(9) is reformulated as follows:

0 0 0 d
Lu = Jotu(x,t) — E (a(m,t)aq;) + bz, t)uh(z,t) + I (a(x’t) SZEZC))
= f(=,1), (10)
lu =u(x,0) =0, ze€(0,1), an
1 1
/u(x,t) de =0, te(0,7), /a:u(a:, t)yde =0, tel0,T]. (12)
0 0

Thus, we transformed problem (7)—(9) with inhomogeneous initial condition to the equiv-
alent problem with homogenous condition.

2.3 Notations and preliminary results

For the study of problem (10)—(12), we need some definitions and results on functional
spaces. They will be very useful in the next section.

Definition 3. Let us denote by Cy(0, 1) the space of continuous functions with compact
support in (0, 1), and its bilinear form is given by

1
(u,w)) = /%;”u -QSTwdx  (m e N¥), (13)
0
where
(z - ™!
oam,, *
sru= [t e mew)
0
For m = 1, we have S,u = [ u({ t)d¢ and Syu = f(f u(z,7)d7. The bilinear

form (13) is considered as a scalar product on Cy(0, 1) when it is not complete.

Definition 4. We denote by B3"(0, 1) the space defined by

L?(0,1) form = 0,
u/SMu € L?(0,1) form € N*,

By (0,1) = {

the completion of Cy(0, 1) for the scalar product defined by (13). The associated norm to
the scalar product is

T 1/2
m m 2
||u||B;"(0,1) = |IS% UHL2(0,1) = (/(SL u) dl‘) .
0
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Lemma 1. (See [6].) For all m € N*, we obtain

1 m
fullagon < (5) Tl (14

Definition 5. Let X be a Banach space with the norm ||u|x, and let w : (0,7) — X
be an abstract functions, by ||u(-,t)||x we denote the norm of the element u(-,t) € X
at a fixed t. We denote by L?(0,T’; X) the set of all measurable abstract functions (-, t)
from (0,7) into X such that

T 1/2
lullz20,m;%) = (/Hu(-,t)Hth> < 0.
0

Lemma 2 [Cauchy inequality with €]. For all € and arbitrary variables a,b € R, we
have the following inequality:

i|b\2. (15)

9
jabl < Sfaf* + 5

3 Existence and uniqueness of the solution

3.1 Uniqueness of solution (a priori estimates)

A priori estimate method is one efficient functional analysis technique (it is also called the
energy-integral method by many researchers). This is an important technique for study-
ing PDEs in general and with some purely integral conditions in particular. It has been
successfully used when proving the existence, uniqueness, and continuous dependence
of the solutions of PDEs; see [30] and references therein. It is essentially based on the
construction of multipliers for each specific problem. In this way a priori estimate is
provided, from which it is possible to establish the solvability of the problem.

Our proof is based on an energy inequality and the density of the range of the operator
generated by the abstract formulation of the problem. First, we introduce the needed
function spaces. Later, we will prove the uniqueness of solution (if it exists), and finally,
the existence of the solution for equations (10)—(12).

Problem (10)—(12) is equivalent to the operational equation

Lu =F,

where F' = (f), and L = (£, {) is considered as an operator from X to H, X is a Banach
space consisting of all functions u € L?(0,7T’; B4(0,1)) with the finite norm

T 1 T 1
Hu||X://(§8f“$xu(a:,t)) -%wu(a:,t)dxdt+//(%wu(x,t))dedt,
0 0 0 0
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and H is the Hilbert space consisting of all elements F' € L?(0,T; B3(0,1)) with the
finite norm

T 1
IFlla = [ [ (Suf(e,0)®dedt.
/]

The domain of definition D(L) is the set of all functions u € L?(0,7T; B3(0,1))
for which 07 u, Ou/0x, 0*u/dx® € L?(0,T; B3(0,1)) and satisfying integral condi-
tions (12).

Definition 6. The operator L from X into H has a closure L. The solution of the opera-

tional equation
Lu=F

is called strong solution of problem (10)—(12).

Theorem 1. Under assumptions (5)—(6), the solution of problem (10)—(12) satisfies a pri-
ori estimate

lullx <E[Lulla Yue D(L),

where k is a positive constant independent of u.

Proof. We take the scalar product in B3(0, 1) of equation (10) and u(z,t). Integrating
over (0,7), where 0 < 7 < T, we obtain

T

/ (Lu, u(z, t>>Bl(0 1 dz dt

0
T 1
= //%z(gaf‘u(x,t)) -Qgu(z, t) dedt
00
f 0 du
— O Z)).s
/ Sy (33: (a(amt) 83:)) Spu(zx,t)daedt
0

Sy (b(w, t)u) - Spu(w, t) dedt

o O —_

i

T

1
0 0

Integration by parts of equation (16) and using conditions (12) give

1

T T 1
//Sx((?@f‘u(a:,t))ﬁ‘safu(x,t) dmdt:// Roes, u(x, t)-Spu(e, t) dadt, (17)
0 00

0
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_/To/lgz (;m a(xﬂt)gz» -Qpu(z, t)dadt
0]()]%(;( a(z,t) 8“)) ag\s u(z,t) de dt

1
i ou G2 ' 9 I\ o2
JE(a a(x,t) 8;10)) S u(z,t) ) /&r (a(x,t) &r) Siu(z, t) da|dt
0

1
/a(x,t)% -Spu(z,t) dadt
0
h 0
[a(a@t)u(m,t) Sz, )]y — /u(m,t)af(a(x,t) - Spu(z, b)) dm} dt
T
0
0
u(z,t)— (a(w,t) - Spu(, t)) dedt
Ox
T 1
u(z, t)a(x, t) - u(x, t) dmdt—i—//uxt Spu(x, t) dz dt. (18)
0
We calculate the integral
T 1

//u(m,t)% -Spu(x, t) da dt

0 0

T

B 8 da
= / % ))% - Qpu(z, t) de dt
0

1
0 (0Oa
_ _I|g (=g
= l Seu(z /\smu(x,t) pe (836 \sxu(a:,t)> dx] dt
0
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T 1
0 (0a
_ S (=g
//\sxu(x,t) . (3x \szu(x,t)> dz dt
00
T 1 P T 1 P
= //\swu(a:,t)ax Spu(z, t) de dt //\fggu(x,t) pe u(z, t) da dt,
00 00

then

T 1 T 1
da 0?a(x,t) 2
2//u(x,t)%-%zu(x,t) dzdt = —//W(%mu(%t)) dx dt.
00 0 0

‘We conclude

T 1 T

1
2
//u(x,t)%~%ru(x,t) da dt = —%//%(%zu(x,t)fdxdt.
0 0

0 0
Finally, we obtain

T 1

0
T 18 62
a 2
:_// e (Squ(z,t)) dgcdt—f// 8:1:2 Spu(z,t))” dadt
0

T 1 T 1
= —//b(x tyu - S2u(x, t) de dt = //b -2z, t) da dt
00 0
T 1
= —/ lb(x,t)%xu - S2u(z,t)| / b(z, t)S2u(z,t)) dx] dt
0 0
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S - g (b(z, )S2u(z,t)) dedt

x

T

Oz

1
0/
T 1 T 1
[oin 5
0

0
:—/ S2u- S ua:tdxdt—// U %
Ox? x
0
Then
T 1 T 1
2
2//993,& — (z,t)dzdt = //E‘fﬁu 922
00 00

and we can conclude that

T 1
1 b
//%xu —\s u(z,t)dadt = 5//?(%§u(x,t
00

Finally, we obtain

T 1

//%w (b(z, t)u) - Spu(z,t) dede

0 0

T 1
= //%wu(m,t) cb(z, t)Spulx, t) de dt —
00

DN | =
o\

o — _
o3
[CIRS
—

&2

1
%xu% 2u(x,t) dxdt—l—// Spu(z,t) - bz, t)Seu(z, t) dedt. (19)
00

u(z,t) dx dt.

2u(z, t))2 dz dt.
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Now, we can apply the Cauchy inequality with ¢, (15), in the right-hand side of equa-
tion (16) as follows:

T 1
//(%zf(wyt)) (Spu(z,t)) dedt
0 0
1 T 1 T 1
< (S f@, ) dedt+ = [ [ (Spu(z, 1)’ dedt, 20)
t foseransif]

and we replace equations (17)—(20) in equation (16), which yields

/0/ () 07 Seu(z,t)) - Seu (J:L‘)dxdzH—//aa:t (xt)) dz dt

0

%iu(w,t))de dt. (21)

According to inequality (14) and assumptions (5)—(6), we can conclude that

T 1

inf a(a, 1) /0/ 2drdt < /T/la(x,t)(u(a:,t))2dxdt

0 0

and
T 1

2
//%(%iu(m,t))zdxdt
00

T 1
92
< lt.up b(i’t)//(i‘sxu(x,t)fdxdt. (22)
2 o a.’L' 0
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If we combine equations (21)—(22), and taking into account assumptions (5)—(6), then
we get

T T 1

10‘%uw, ?dzx Seu(z, ?dx
0/0/8t(x(t))ddt+//( (z,1))" dzdt

0
1
< ;//(Szf(x,t))gdxdt.
2e min(M, §)
0 0

Finally, we obtain a priori estimate (1), where

T 1

T 1
lul|lx = //(f@f%:cu(z,t)) - Spu(a, t) dl’dt+//(%xu(x’t))2dxdt,
00 00

T 1

(| Lul| o ://(%mf(x,t))zdxdt
0

0
with k = 1/(2e min(M, 1/2)). O
Since L is the closure of L, we can extend inequality (1) as follows:
llullx < k|| Lullg  Vu € D(L) (23)
Hence, inequality (23) leads to the following corollaries:

Corollary 2. A strong solution of (10)—(12) is unique if it exists, and depends continu-
ouslyon F = (f).

Corollary 3. The range of L is closed in H and R(L) = R(L).

3.2 Existence of solutions

We proved the uniqueness of solution, if there is a solution. However, we have not
demonstrated the existence yet. To do it, we will just prove that R(L) is dense in H.

Theorem 2. Let us suppose that the conditions of Theorem 1 and assumptions (5)—(6)
are filled, and for w € L*(0,7; B3(0,1)), where 0 < 7 < T, we have

(‘Cuvw)L2(O,T;le(0,1)) =0 Yuce D(L) 24)
Then w vanishes almost everywhere in (2.

Proof. Let us consider that there exists w that satisfies (24). We express w in terms of
a function z as
w=Sz(x, 7).

https://www.mii.vu.lt/NA
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We can rewrite equation (24) as follows:

T

T 1 1

//Sz(fatau(x,t)).S‘yxwdxdt—// z( ( xt)gu>>.<\‘ymwdxdt
x

0 0 00

T 1
+ /%x (b(:zc7 t)u) -Spwdzdt = 0. (25)
)
Because (24) holds for any function u, it can expressed in a particular form. Assume that
there is the function

0

t

u(z,t) = wlz,t) = Sy (2(z,7)) = /z(a:,T)dT,

0

where z(z,t) satisfies conditions(8), (9) such that 97z , 92/0z, 8*2/02* € L*(0,T;
B1(0,1)). Replacing u in equation (25), we obtain

T 1
// Sy 8a\rt2x7))-$xwdxdt
0

/ (2 (ot 2E)) S ar
0

Sy (b(z, 1)Se2(x, 7)) - Spwdzdt = 0. (26)

&

+

S
SRS

Let us calculate all integrals in equation (26), it yields

T 1
//%w (f@f%tz(xﬁ)) Sy Sez(x, 7)de dt
0

Nonlinear Anal. Model. Control, 24(3):368-386
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and

T

1
//%m (z,1)Se2(z, 7)) - So Sez(z, 7) da dt
00

T 1
//bxt S Sez(x, 7) —//82 Z(.Z'T))dedt
Tt 8x2 a: ’ .

0

According to the previous identities (17), (18), and (19), we conclude that

T 1 T 1
//g@f‘(%m%tz(xj)) -8 Sez(x, 7) < 7M//(Sm%tz(f£,7'))2dl‘dt,
0 0 0 o
hence
T 1
/ /g@f‘ (SeSiz(z,7)) - SuSez(x, 7) dadt =0,
0 0
therefore z = 0 in {2, then w = 0 in {2. O

4 Galerkin method

Many traditional results can be obtained for Galerkin or generalized Galerkin methods
and similar problems to the one above (see [37]). In this paper, our goal is the numerical
study of the spectral collocation method (also called the pseudo-spectral method). This
collocation scheme can be considered as a generalized Galerkin scheme, and therefore
the stability and convergence is similar to any of these methods.

As in [26,30], we will work in the Hilbertian basis of the Cartesian product of poly-
nomials on ¢ and x (and y for the two-dimensional case, z in the three-dimensional case
if it is necessary), i.e., we seek a solution in the form

o0 o0
t) = Z Z a;_’lthl,

k=0 1=0
where the coefficients a},;s are to be determined, or for two-dimensional problems,

(o olNe o lNe o)

l'y, Zzzaklmtk

k=0 =0 m=0

and similarly, it can be done with three-dimensional problems. In this paper, we will
study only the one-dimensional equation (2) subject to conditions (3) and (4). Obviously,
the infinite series can be approximated at the /Nth order by the dot product

2

N-—

,_.

ak’ltkfbl,
k

0 =0
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(there might be two scalars Ny, No, but in this work, we will consider that N = Ny =
No).

These coefficients ay, ; can be determined by solving a linear system or a least-squares
linear problem A - & ~ b using equations (2)—(4) in a mesh. This is how we will proceed
in the numerical section:

e Making a choice of the nodes (x,t);. When {2 is any general domain, equispaced
points inside the domain are usually employed:

i1—1 d9—1
M-1"M-1

(x,t)i:(xil,tiz): < ), i17i2:1,...,M. (27)

It is well known that interpolating polynomials based on equispaced grid may
suffer the Runge phenomenon, or have some problems to approximate with a high
accuracy oscillatory functions. However when (2 is an interval or a square, as it is
the case, other sets of points can be employed, such as the Chebyshev nodes

(2i;—1)m
2M—2

2 )

1+ cos
Ly tiz =

1o =2,..., M —1,
andxl :tl :,l’]u:tM =1.

In any case, it is important that M/ > N to obtain accurate solutions. In this
manuscript, equispaced and Chebyshev nodes were chosen (we will compare the
results) with M = N +1, and as we will show below, superalgebraical convergence
is usually obtained, demonstrating the efficiency of the proposed schemes.

(33715)1')

e Finding the values ay; such that minimize the sum of the residuals

min ( >

(z,t);€(0,1)x(0,1]

BwN

60 wn ((x,t);) — a% (a((:a £);) =

+b((, 1)) u — F((x,1);)

2

1
+ (/wM(a:,t)) — pu(tsy)
(w,t)iE(O,l)X(O,l] 0 ($7t)i 2
1
+ (/wa(a:,t)> —m(tiz)
(2,t):€(0,1)x(0,1] (z,t); 2

0

+ H’U)M((xvt)i) —Qﬁ(xil)“z)

(z,t);€(0,1)x{t=0}

for wyy(w,t) = tFal, k1 =0,...,M — 1.

Nonlinear Anal. Model. Control, 24(3):368-386
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The sums )
(/IIUM ) — p(tiy)
(z,t); E % (0,1] 0 (z,t); 2
and
1
Z </wa(x, t)) —m(ti,)
(x,t);€(0,1)x(0,1] 0 (z,t); 2

have M terms each one (one term for each value ¢;,).

Matrices associated to collocation methods are usually ill-conditioned (see [38]), and
therefore, in general, it is better to solve the least squares problem. To calculate the
coefficients in matrix A, it is very important to understand the properties of the Caputo
operator, and also, we need to calculate the Caputo fractional derivative of polynomials
[20]

O ifp<n—1

forn—1<a<n.

5 Numerical examples

Example 1. Let us first consider problem

383/21)(95, t) — ( g ) —4tv(x,t) = F(x,t),
lu = v(z,0) =0, € (0,

with the integral conditions

1 1
1 1 t
/v(m,t) dz = 5 sin 5 /xv(m,t) dz = G sin %, t e (0,1),
0 0

and with F'(z,t) generated by the solution v(x,t) = (x — 1) sin(7t/2). Without loss of
generality, we consider that 7" = 1 in our numerical experiments.

As reader can check, the functions in Examples 1 and 2 do not satisfy assumptions
given by equations (5) and (6). However, solution exists, and it is unique in both numerical
tests. This shows that these equations are sufficient to guarantee existence and uniqueness
of the solution, but they are not necessary to guarantee solution.

We used equispaced nodes (Eq. (27)) for different N values and M = N + 1 (there
is an oversampling since the number of variables is N and the number of equations is
(N +1)3).

https://www.mii.vu.lt/NA
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errors « Standard Prec 0.0

+ Extra Prec
« 1073 227(-N)

1072}

1070

102

(a) (b)

Figure 1. (a) Error in infinity norm for different values of NV for equispaced nodes with standard and extra
precision. (b) Three-dimensional plot of the errors is shown with N = 10, equispaced nodes and standard
precision are used (u(x;, t;) — un (4, t5)).

In Fig. 1, the errors are calculated with the infinity norm (maximum norm) at a uni-
form and dense grid. We used the Least Squares solver (a direct method) of Mathe-
matica to solve the least squares problem.

Standard and extra precision were considered, the figure shows how the method is very
efficient for both, even for small values of N ~ 10. For larger values, the rounding-off
errors appear with standard precision, and it is difficult to obtain errors under O(10~19).
However, when extra precision is considered, we check the expected super-algebraical
convergence, errors decrease in a similar way as cp~~ with p ~ 22.

Example 2. For the second example, we will consider mildly oscillatory functions to test
the different choices of nodes and explain why extra precision might be required in some
cases.

Now, let us consider

008,51/21)(:3, t) — 9 <xav) — cos 7T—tfu(:lc, t) = F(x,t),

Oz \ Oz 2
24
éu:v(x,O):sin%H, x € (0,1),

with the integral conditions

1
mt i Tt
\/§coszsm2

1
/v(x,t) dz =0, /a:v(x,t) dz = 3 , te(0,1),
m
0

0

and with F(z,t) such that the solution v(z, t) = sin((24wx + 37t + 7)/6).

In Fig. 2, we show the errors obtained with equispaced and also Chebyshev nodes:
first, with finite precision, and on the right-hand side of the figure, with extra precision.
As explained in other articles (see [26], for example), it is essentially necessary that the
nodes cluster quadratically near both endpoints (as is the case with Chebyshev nodes) [12]
to avoid some difficulties with similar oscillatory functions or others that suffer the Runge
phenomenon.

Nonlinear Anal. Model. Control, 24(3):368-386
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errors - Equispaced errors « Equispaced

« Chebyshev « Chebyshev

100

(@ (b)

Figure 2. The errors for different values of IV for equispaced (squares) and Chebyshev nodes (circles) with
normal precision (a) and extra precision (b).

In this numerical test, the Galerkin method obtained clearly more accurate results
with Chebyshev nodes. With equispaced points and standard precision, the schemes have
some problems and are not able to obtain errors under O(1075). If it is necessary to obtain
smaller errors, then we can either use Chebyshev nodes or extra precision.

6 Conclusions

In the present paper, the existence and uniqueness of the solution of a fractional partial
differential equation subject to purely integral conditions were demonstrated. Addition-
ally, a Galerkin method based on least squares was proposed. The numerical examples
illustrated the technique and showed the efficiency of the proposed method.

This manuscript also opens a procedure to demonstrate existence and uniqueness of
similar FPDEs subject to nonlocal conditions. Thus, in the future, we want to obtain
similar results for other fractional partial differential equations with analogous initial and
boundary conditions.
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