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Abstract. The Lie group analysis method is performed for the nonlinear perturbed Burgers equation
and the time fractional nonlinear perturbed Burgers equation. All of the point symmetries of the
equations are constructed. In view of the point symmetries, the vector fields of the equations are
constructed. Subsequently, the symmetry reductions are investigated. In particular, some novel exact
and explicit solutions are obtained.
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1 Introduction

Nonlinear evolution equations (NLEEs) play an increasingly important role in mathemat-
ical modeling of physical, biological, and chemical processes, and it is also used in fractal
and differential geometry and so on [1-11, 13-26,29-32].
In general, the fractional partial differential equations (FPDEs) can be written as
follows:
0%u
ot
Here u = u(x, t) represents the unknown function, F'[u] is a given function in regard to
their variables, « is a real number. 0%u/0t® = Dj* represents the Riemann—Liouville
(R-L) derivative,

= Flu].

=k fg(t—ﬁ)"_“‘lu(&x)df, n—1l<a<n,néeN,
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where the Euler gamma function I'(z) is given by
oo
['(z) = /e*ttZ*1 dt.
0

This paper focus on the Burgers equation (BE) that is used in the studies of cosmic
rays. The study of Burgers equation plays an key role in solitary waves theory [1,6,9,
11,13,31,32]. It was demonstrated earlier that the cosmic ray shocks can be modeled by
the BE in the long wavelength and small amplitude limit [31]. Then, it was also shown
that the generalized BE describes the temporal evolution of weak shocks in the context of
diffusive shock accleration [32].

The perturbed Burgers equation (pBE) that is studied is given by [9, 11]

Uy — auPuy + butly 4 Clgy — dutty, — e(ug)? — kgee = 0, (1)

where u(z, t) denotes the unknown function of the space variable x and time ¢, also indi-
cates the profile of the shock wave. Equation (1) play an important role in gas dynamics
and heated fluids. Equation (1) display in the long-wave small-amplitude limit of extended
systems dominated by dissipation [9]. In different circumstances, Eq. (1) contains a lot of
important nonlinear PDEs. For example, if « = ¢ = d = e = 0, then (1) just is celebrated
Korteweg—de Vries equation. Let b = ¢ = d = e = 0, it is the mKdV equation. When
a =d =e =k =0, it becomes famous Burgers equation.
The time fractional nonlinear perturbed Burgers equation is

o
ot

— auuy + buty + Clgy — dutiy, — e(ugg)2 — kugzr =0, 2)

where 0 < a < 1, a, b, ¢, d, e, k are parameters, « shows up the order of the fractional
time-derivative. If o = 1, the fractional equation reduces to the classical perturbed Burg-
ers equation. In [22], invariant analysis of time fractional generalized Burgers equation
are investigated.

The remainder of this paper is divided as follows. In Section 2, we perform Lie
group classification on the perturbed Burgers equation (pBE), all of the geometric vector
fields of the pBE are presented. In Section 3, the complete symmetry classification of the
time fractional nonlinear perturbed Burgers equation are established. In Section 4, some
exact solutions of pBE are discussed. In Section 5, we firstly give some exact solutions of
time fractional nonlinear perturbed Burgers equation. The main results of the paper are
summarized in the last section.

2 Lie symmetry group analysis of Eq. (1)

In this section, we apply Lie group method to deal with Eq. (1).
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Considering one parameter Lie group of point transformations
t* =t+er(z,t,u) + O(e?),
=z +e(x, t,u) + 0(62),
u* =u+en(z,t,u) + O(e?)

and the corresponding infinitesimal generator

0 0 0
V= T(‘r7t7u)§ + g(xatfu)aix + 77(%15,”)%

Consider the Lie’s symmetry condition, one can get
pr@V(A)a=0 =0,
where A = u; — au?uy, + buty + Clgy — dutiyzy — e(ug)? — ktge,. We employ the
third prolongation pr®V to Eq. (1), one can get
nt — kn* — 2eu,n” — dun™® — dnug,
— au’®n® — 2anuuy + bun® + bnuy, + cn®™ =0,
where
n' = Dy(n) — uge Dy(€) — ueDy(7)
= Di(n — &ugy — Tug) + gy + Tug

=Nt — &ug + (nu - Tt)ux — Tty — EuUg Uy — Tuut27

0" = Dg(n) — uz Dz(§) — us Dy (7)
= Dm(T} — Euz - Tut) + guxz + TUge

=Nz + (nu - gw)ux — TgUt — fuui — TuUgUt, (3)

N = Dz(n") — gt Dy (T) — tza Do (§)
= Nzx + (anvu - gwﬁ)uw — TzaUt + (nuu - 2§xu)ui
- QTmuuCEut - guuui - Tuuuiut + (nu - 2£z)u1z

— 2Ty Uy — 3£uux3cux — TulzgUt — 2Ty UziUsz, “4)

" = Dyp(N™) = Uzet De(T) — Ugaz D ()
= Nawa + (3Meau — &ova) e — Toaatit + 3(Nowu — Soau) s
— BTautiats + (Muuu — 3oun) s + 3(Neu — Eaa)las
— 3TaUaat + (Mu — 362)Ugzs — 3Taalat — 3Touulioty
+ 3(Nuu — 3ru)UaUzr — 3TauliUpe — 3TyulUes Uty
— 6Taulatty — Eaaaly — 6€uuUalos — 3TuuUilts — TullzaUs

3 2
- 4£1LUT’I‘TU”E - Tuuuuxut - 3§uuwx - 37—uuzmtur - 37—uurtumr- (5)
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Here (2!, 22) = (t,x) and D; is given by

a+ua+ua+ 1=1,2
8‘ 18 zya ) — Ly 4.

D; =

Then, in terms of the Lie symmetry analysis method, one can obtain the following
results:

1) For the arbitrary parameters a, b, ¢, d, e, k, the infinitesimal generator of
Eq. (1) is as follows:

0 0
Vi = — Vo = —. 6
1= 50 2 =3, (6)
2) For the case a = ¢ = d = e = 0, infinitesimal generator of Eq. (1) is given by
0 0 o 1 8
Vi=— Vo= — Va=t—
Ca T e 9z " bou
0 0 0
Vi=ox— +3t— —

ox ot 8u'
3) If b = ¢ = d = e = 0, then the infinitesimal generator of Eq. (1) is

0 0 0 0 0
V1*a, szg, VS*IC%"’&&_U%' (7

4) When b = ¢ = 0, we obtain that the infinitesimal generator of Eq. (1) is the same
as (7).

5) Letc =0, e = 0, one can get that the infinitesimal generator of Eq. (1) is the same
as (6), that is
0 0

— Vo= —.
oz’ 27 ot
6) Letb =d = e =k = 0, one can have

‘/1:

0 0 0 0 0
i=2 =2 w2l ysl w2,
! 27 o 3 Tox ot “ou

3 Lie symmetry group analysis of Eq. (2)

In this section, we deal with all of the point symmetries of the FPDE (2), then the
symmetries are presented. As previous step, under a one parameter Lie group of point
transformations [3,5,7,22,24,25,26,29], one can get

=t+er(z,t,u) +O( )

¥ =x+e(x, t,u)+ O )

(e
u* =u+en(z,t,u) +O(
0% 0% .
e dta

%),
o), ...,

+ ena(x t,u)
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where
= D (n) + &Df (us) — DY (€uy) + D (Dy()u) — DEF(ru) + 7D (u)
9%n 0%u 0“1y,
= o T D) g — Tl
— a aoz u a n a—n
+ Z [(n> atz - (n+1>Dt +1(T)} D" (u)
a 7L a—n

- Z (n> Dy (&) Dy (uz)

with

an—m+k,'7

The corresponding vector field is given by

sty u) 2 ®)

0
+§(‘ratvu)7 au

V= T(x,t,u)g o

ot

We will determine the coefficient functions &(x, t,u), 7(x, t, u), and n(x, t, u) later.
Assume that the vector field (8) can derive a symmetry of (2), then V' must satisfy the
following Lie’s symmetry condition:

prV(A1)|a,=0 =0,
where
0“u 9 9
Ay = e T U e + buuy + gy — dutiyy — e(ug)” — ktiggy-
As we have given in previous process, one can obtain

O—k TTT

Na — 2eu,n” + bun® + bnuy,

— au? N — 2anuu, + en™ — dun®® — dnug, = 0.

Here n*, n**, n*** are the same as Eqgs. (3)—(5). Based on the Lie group calculation
method, one obtains:

1) For the arbitrary parameters a, b, ¢, d, e, k, the corresponding vector fields of

Eq. (2) are
0
Vi=—. 9
1= ©
2) For the case a = ¢ = d = e = 0, the corresponding vector fields of Eq. (2) are
given by
0 0 3td 0
Vi=— Vo=ax— + = — — 2u—.
T T Taw Mo
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3) If b = c = d = e = 0, we get the corresponding vector fields of Eq. (2)

0 0 3td 0
=os VTt oa Yau
4) When b = ¢ = 0, we obtain that the corresponding vector fields of Eq. (2) are the

same as (10).
5) Let c = 0, e = 0, one can get that the corresponding vector fields of Eq. (2) are
the same as (9).

(10)

4 Symmetry reductions and exact solutions of Eq. (1)

In this section, we deal with the symmetry reductions and exact solutions of this equation.
We will consider the following similarity reductions and group-invariant solutions:

4.1. 4

The group-invariant solution corresponding to V; is u = f(£), where £ = t is the
group-invariant, the substitution of this solution into Eq. (1) gives the trivial solution
u(z,t) = C, C is a constant.

4.2. V; (stationary solution)
The group-invariant solution corresponding to V5 is u = f(&), where £ = z is the group-
invariant, the substitution of this solution into the (1) yields

bff/ _anfl+cf// _dff/l _e(f/)Q _kf/l/ — 0 (11)

4.3. Vo + AVj (travelling wave solutions)
For the case of linear combination V2 + AV, we get

u= f(&), 12)
where £ = x — At is the group-invariant. Putting (12) into the (1), one gets
M +bff —af*f 4 ef" —df ' = e(f))* = kf" = 0. (13)
According to the homogeneous balance principle, one can get
f(&) = ap + arg, (14)

where ag, a; are constants to be determined, (&) satisfies
¢ = A+ By + Cyp?. (15)

Plugging (14) with (15) into (13), collecting different coefficients of ¢, and letting each
coefficients equal to zero, one gets

A=A, B = B, C=0C, a=a, b=0b, ap = ag, ay = ai,

BCday + Baai? — 2C?%day — 2Caaga + Cbay
B 202 ’

d=d,

CcC =
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_602k +2Cday + aa?

= k=k
C’a1 ’
N\ _8AC3I<: +4AC?day + 2ACaa? — 2B?C*k — B>Cda; — B?aa?
B 202
L 2BCaapa; — 2C?%aa% — BCbay + 2C?bay

207
One can find many exact travelling wave solutions for (1) as follows.

Family 1. When A = B2 — 4AC > 0 and BC # 0 (or AC # 0),

1 A
u(z,t) = ag — a5 {B + Atanh<2§>} ,

1 A
’U,((E,t) =ag — al% |:B + ACOth(2£):|,

u(z,t) = ag — al% [B + A(tanh(A¢) £ isech(Af))],
u(z,t) = ag — al% [B + A(coth(A€) +icsch(Ag))],

u(z,t) = ag — alé _2B + A(tanh<i£) + coth(i&))] ,

e . V(EZ ¥ F?)A - EA cosh(Af)l

2C Esinh(A¢) + F

- . V(F2 = E2)A + EAsinh(A€)

Ecosh(Ag) + F

u(z,t) = ap+ a1

u(z,t) = ap+ a1 ,

2C

where E and F are two non-zero real constants and satisfies F2 — E2? > 0.

2A cosh(£¢)
Asinh(5€) — Beosh(5€)’
—2Asinh(£€)
—_A cosh(%f) + Bsinh(%g) )
2A cosh(Ag)
Asinh(A€) — Bcosh(Ag) +iA’
2Asinh(Ag)
A cosh(A€) — Bsinh(Ag£) £ A’
4A sinh(%g) cosh(%f)
—2B sinh(%g) cosh(%ﬁ) +2A COShQ(%g) - A

u(z,t) =ao+ a1

u(z,t) = ag + a1

u(z,t) = ag+ a1

u(xz,t) = ag+ a1

U(%,t) =ag+ a1
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Family 2. When A = 4AC — B? > 0and BC # 0 (or AC # 0),

1 A
u(z,t) = ag + 155 _—B—|—Atan(2§>}7

2C

% _—B + A(tan(A€) £ seC(Af))} ;
1
20

u(x,t) = ag — alé _—ZB + A(tan(if) - cot(ié))} ,

. ‘_B+i\/mA_EACOS(A§)]

u(x,t) = ag — ali B—i—Acot(?f)},
u(z,t) = ag + aq

u(x,t) = ag —ay

_B + A(cot(AE) + CSC(AQ)] ,

u(z,t) = ag + aq

20 | Esin(A¢) + F
B 1 +/(F? — E?)A + EAsinh(A¢)
u(,t) = a0+ 90 __B + Ecos(A¢) + F ’

where F and F are two non-zero real constants and satisfies F2 — E2 > 0.

—2Acos(5€)
Asin(5€) + Beos(5¢€)’
2Asin(£€)
Acos(5£€) — Bsin(5¢€)’
—2A cos(Af)
Asin(A€) + Bceos(A) £ A’
2A sin(A¢)
Acos(AE) — Bsin(A) £ A’
4A Sin(%ﬁ) cos(%f)
—2Bsin(§€) cos(5€) + 2A cos2(£€) — A

u(x,t) = ag + ay

u(z,t) = ag + a1

u(z,t) = ag + a1

u(z,t) = ag + a1

u(z,t) = ag + ax

Family 3. When A =0 and BC # 0,
—Bd
C(d + cosh(B¢§) — sinh(B¢))’
cosh(B¢E) + sinh(B¢)
C(d + cosh(B¢) + sinh(B¢))’

u(z,t) = ag + a1

u(z,t) = ap+ a1 —

where d is an arbitrary constant.

Nonlinear Anal. Model. Control, 20(4):570-584
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Family 4. When A = B =0and C # 0,
u(z,t) = ap + al;l,
B¢+ k
where £ is an arbitrary constant.
Remark 1. In fact, all of these solutions can be derived from the following equation [12]:
VAAC — BZ C,e(0/2VAAC=B _ (0,—(6/2)V4AC-B>  p
2C Ce0/2VAAC=B? | (e~ (0/2)VAAC-B?  2(C’

where C1, Cs are arbitrary constants.

Next, we look for a solution of (13) as follows:
FE =Y cnt™ (16)
n=0

Putting (16) into (13), one can get

(oo} n

Acr + A Z(n + 1)Cn+1§n + bcger + b Z Z(TL +1-— j)Can_i_l_jé'n
n=1

n=1 j=0

oo

— 6esk + 2ce2 + ¢ Z(n +1)(n+ 2)cng2b™ —ec?

n=1
oo n+1l

—e Z Z](n +2— j)ejenpa— ;& — 2deoes

n=1 j=0

- dz Z(n +1—5)(n+2—j)cjcnrai&" —aciey

n=1j5=0

o0 oo n J
— ack Z(n +1)ep+1€" —a Z Z Z(n +1—j)cicj_icny1—;&"

n=1 n=1j=1 =0
— kY (n+3)(n+2)(n+ epyal" =0. (17
n=1

Comparing coefficients for n = 0 in (17), one can get

_ Aer + beger + 2ceq — ec% — 2dcyes — acgcl

C3 = 6k .
For the general case, for n > 1, one can arrive at
L bznj( +1—j)
Cpa3 = n —J)CiCpa1—;
BTk )+ 2+ 3) | & 161

+e(n+1)(n+2)cpi2A(n+ eppr +e(n+ 1) (n+ 2)cpp2
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n+1
—eY jn+2-j)cicnia—; — ach(n+1)cni
j=1
—dY (n+1=§)(n+2=j)cjcnta;
=0
n.j
—a (n+1- j)cicj—icn+1—j> .
j=1i=0

Therefore, the power series solution of (16) can be rewritten

F(€) =co+ 1€+ c28® + 38 + Z Y

n=1

Aer + begey + 2ceq — ec% — 2dcoes — acgcl

_ 2 3
=co+ 1€+ 26" + ok 3
oo 1 n
b 1—§)cicnir i
+n§=:1 Kot Dn+2)(nt3) ( ;)(m )eieninj
+en+1)(n+2)cpt2A(n+ 1)cpp1 +c(n+ 1)(n+ 2)cpyo
n+1
—e Z](n +2—j)cicnsay — acg(n+1)cnt
j=1
—dY (n+1-j)(n+2—j)cjcnra—j
Jj=0
n J
o @Z (n+1- j)CiCj—iCn+1—j>§n+3-
j=1i=0

Thus, the explicit solution of (1) is
u(z,t) = co 4+ c1(x — \t) + co(x — At)?

Acy + begey + 2¢eq — ec? — 2dcges — acgcl
6k

+ 3 cnga(z — A"

n=1

=co+cr(x— At) + co(z — At)?

(x — At)3

ey + beger + 2¢eq — ec% — 2dcgeo — acgcl
6k

! ,;1 k(n+1)(n+2)(n+3) (b;(” +1—j)¢jcnt1-

+en+1)(n+2)cpr2A(n+ Vepyr +e(n+ 1) (n+ 2)cpi2

(x — At)3

Nonlinear Anal. Model. Control, 20(4):570-584
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n+1

—e Z](n +2—j)cicnya—; — aci(n 4 1)cpi1
j=1
—dY (n+1-j)(n+2—j)cjcnra—;
Jj=0
noJ
—ay Y (nt+1- J')Cicj—icn+1—j> (z = xt)"+2,
j=1i=0

where ¢; (¢ = 0, 1,2, 3) are arbitrary constants.
Remark 2. As far as we know, these solutions are new.

Remark 3. If A = 0, the exact solutions of Eq. (11) can be derived.

S Symmetry reductions and exact solutions of Eq. (2)

In this section, we will deal with the symmetry reductions and exact solutions of Eq. (2).

Recently, sub-equation method is successfully used for solving fractional differential
equations [16,27,28].
Firstly, we employ the following transformations:

u(z,t) = u(), §=z+lt, (18)
where [ is an constant. Putting (18) into (2), we get the following equation:
1°Dgu — auPue + buug + cuge — duuge — e(ug)? — kugee = 0. (19)

We assume that solution of Eq. (19) can be written as follows:

where a; (i = 1,...,n) are constants to be fixed later. The function ¢ (¢) satisfy the
following Baklund transformation of fractional Riccati equation [16,25,28]:

—0B + D¢(§)

1/)(5): Wv

(20)

where B, D are arbitrary parameters, and B # 0. Also, ¢(£) meets the following equa-
tion:

Dgo(&) = o + ¢*(€), (21)

http://www.mii.lt/NA
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where ¢ is a constant. Equation (21) has solutions

— V=5 tanh(y=o¢, ).
—+v/—0o coth(y/—0c&, ),
Vo tan(y/o¢, ),
—/FCot(/E, @),
—T(1+a)/(" +w),

_ Ea(i6?) — Ea(—i€")

581

o <0,
o <0,
o >0,
>0,

w is constant, o = 0,

Eq (i) +.Ea(—i£a)

sina(€) = . L conal6) = . ,
()= BAEVBCE) oy o Bal€) 4 BalE)
g (6 = L ota(6) = 008,
fanhq (€) = m cotha (€) = m

here B, (&) = Y p €% /T(1+ka) (a > 0) represents the Mittag-Leffler function in one
parameter.

Once again, consider the homogeneous balance principle, we get
u(&) = ag + a1 (22)

Putting (20), (21) with (22) into (19), one can get algebraic equations about [/, ag, a;
with the coefficients of (¢)?. Solving them, one can derive:

Case 1.
B =B, D=D, a=a, b=0, c=c, d=d, a=q,
D2
e=e, k=k, =1, 0'——?, ap = ag, a; = aj.
Case 2.
1
B =B, D =D, a=a, b=b, c=aa0a1—§ba1—|—dao,

1 2 2 1e
d=d, e=e, = (—3aaa§ + aag? — gdaal + geoal — bao) ,

1 1 1
kz—éaa%—gdal—geal, a=q, o =o, ap = ag, a1 = aj.

Nonlinear Anal. Model. Control, 20(4):570-584
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In Case 1, one can obtain new solutions of Eq. (2) as follows:

—0B — Dy/—o tanh(y/—0€, )
D — By/—ctanh(y/—c€, ) ’

U= ag + ay

where 0 < 0, & = x + It

—0B — Dv/—o coth(yv/—0c&, )
D — By/—o coth(v/—0c&,a)

U = ag + ay

where 0 < 0, & = x + It;

—oB + Dy/otan(,/o¢, a)
D + By/otan(Vo§,a)

u:ao+a1

where 0 > 0, & = x + It

—0B — D+/o cot(1/o&, a)
D — By/ocot(\/o&,a) ’

U= ag + ay

where 0 > 0, & = x + It;

DI(1 + a)
(€*+w)+ BT(1+a)’

u:a0+a1,D

where 0 =0, & = x + It.

Remark 4. In Case 2, one can also get other exact solutions of (2). We do not list all of
them here.

6 Concluding remarks

In the present paper, by using the Lie symmetry groups, we studied the symmetry prop-
erties, similarity reduction forms and explicit solutions of nonlinear perturbed Burgers
equation and the time fractional nonlinear perturbed Burgers equation. We note that there
is the essential difference between the fractional nonlinear perturbed Burgers equation
and the nonlinear perturbed Burgers equation. Furthermore, it should be also stressed that
the obtained point transformation groups of the fractional equation (2) are relatively fewer
than the evolution equation (1). At last, some exact and explicit solutions of the equations
are presented. The obtained results are helpful to better understand the intricate nonlinear
physical real world.

Acknowledgment. The authors gratefully acknowledge Editor and anonymous Review-
ers for their valuable comments and suggestions for improving the manuscript.
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