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Abstract. In this paper, the problem of solving some nonlinear Klein—-Gordon equations (KGEs)
is considered. Here, we derive different fourth- and sixth-order explicit and implicit algorithms
to solve the phi-four equation and the form-I of the nonlinear Klein—-Gordon equation. Stability
and consistency of the proposed schemes are studied under certain conditions. Numerical results
are presented and then compared with others obtained from some methods already existing in the
scientific literature to explain the efficiency of the new algorithms. It is also shown that similar
schemes can be proposed to solve many classes of nonlinear KGEs.
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1 Introduction
The nonlinear Klein—Gordon equation (KGE)
utt_uuLuL+h1(u):h2(x7t)7 ngéh nggtev

where u = u(z, t) represents the wave displacement at position x and time ¢, and hq (u) is
the nonlinear force, arises in the study of theoretical physics (see [18,26] and references
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Finite difference methods for some nonlinear Klein—Gordon equations 275

therein). This equation is also known as the relativistic version of the Schrodinger’s
equation [5]. It represents the equation of motion of a quantum scalar or a pseudo-scalar
field (see [20] and references therein), which is a field whose quanta are spinless particles.
The KGE is second order in time and therefore, it cannot be directly interpreted as
a Schrodinger equation for a quantum state. Moreover, it does not admit a positive definite
conserved probability density. Nevertheless, with a proper interpretation, KGE describes
the quantum amplitude for finding a point particle in various places and it also describes
the relativistic wave function. Moreover, complex-valued KGE is a special case of Higgs
equation that is studied during interaction of scalar nucleons and mesons in particle
physics [4].

Many nonlinear Klein—Gordon equations are Hamiltonian partial differential equa-
tions (PDEs), and for a wide class of force hj(u), they have the conserved Hamiltonian

quantity (or energy)
2
H= / <u2, +u22 —|—H1(U)>7
where H| (u) = hq(u).

There has been enormous theoretical studies of the KGE with various potentials.
There are numerous papers dealing with the existence and uniqueness of the smooth and
weak solutions of these equations or studying their conservation laws (see [3,10,19,21,26,
27] and references therein). In this paper, we will not study them analytically, but rather
we will provide numerical procedures to obtain the solutions of the nonlinear KGE.

The solutions, thus obtained, are of interest in nuclear physics, condensed matter
physics, high-energy physics, quantum field theory and many more (see [8, 12, 17, 23]
and references therein). The KGE also appears in nonlinear optics, where it plays an
important role for Bose—Einstein condensates trapped in strong optical lattices formed by
the interference patterns of laser beams. The KGE with vector and scalar potentials can
only be solved exactly for certain potentials such as the Coloumb, Morse, or the harmonic
oscillator cases, for example. In this context, it provides a good description of the scalar
particles. In particular, for the case of pionic bound states in the Coloumb field of the
nuclei, the KGE gives a good first order approximation of the problem [2].

In the present work, we deal with the numerical approximation of two of the best
known nonlinear Klein—Gordon equations, the phi-four and its variant, the form-I of these
nonlinear equations:

Uy — Ugy —u+u® = fz,t); 0 te, (1)
0 t

Upt — Uge — u + U™ = f(x,t);

The numerical solutions to the nonlinear Klein—-Gordon equation have received con-
siderable attention in the literature. Different low-order finite difference schemes for ap-
proximating the nonlinear KGE were discussed in [13] and [24], while the stability of
the methods derived in the former paper was later analyzed in [15]. Many methods have
proposed spline collocation methods (see [14, 17] and references therein). Radial basis
functions have also been proposed for similar problems in [9]. Using pseudo-spectral
methods (of spectral accuracy in space and second-order accuracy in time) the solution
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of Klein—Gordon—Schrodinger equations were approximated in [1]. The numerical solu-
tion of the damped nonlinear Klein—Gordon equations with Dirichlet boundary condition
using variational method and finite element approximation was studied in [25]. In [6],
a numerical method based on collocation nodes is developed to solve some nonlinear
Klein—Gordon equations when hq(u) is a polynomial. However, most of the previous
methods are low-order in time or space and some of them present some limitations when
they are extended to solve a large class of nonlinear Klein—Gordon equations. In this
article, we will derive fourth- and sixth-order methods for one-dimensional nonlinear
KGEs. The numerical methods are stable, either explicit or implicit, and easy to program.

The organization of the paper is as follows. In Section 2, we will derive higher-order
(fourth- and sixth- order) explicit and implicit finite difference algorithms for the phi-four
equation without forces f(x,t). We will demonstrate numerical stability when the solu-
tion of the problem is smooth enough. In Section 3, we will show that these procedures
can “easily” be generalized for the form-I of the nonlinear Klein—-Gordon equation. Later,
in Section 4, the reader will be able to check the efficiency of the algorithms proposed in
this paper, compared with others that have appeared recently in the scientific literature. In
addition, we will show that these schemes can be used with small modifications to solve
the PDEs previously considered with forces in space and time.

2 The phi—four equation
Consider the following one-dimensional nonlinear Klein—-Gordon equation:
Ut — Ugp —u+u®=0; 0<a<l, 0<t<te, @

with initial conditions

u(z,0) = f(z), 0<z <, 3)

u(w,0) = f(z), 0<z<l, @)
and Dirichlet boundary conditions

u(0,t) = g1(t), 0<t<te, ®)

u(l,t) = g2(t), 0<t < te. (6)

Let us consider a uniform mesh of the region 2 = [0,!] x [0, ¢t.]. We can take t, =1
and [ = 1 without loss of generality. The vertices of the mesh will be (z;,t,), where
r; =1ih,i1=0,1,...,M,t, =nk,n=0,1,...,N, k = At,and h = Ax, and we will
use the notation u}" = u(z;,t,).

It is well known that the scheme u?“ = ui  +ulg — u?_l works exactly for
the equation u;; — u,, = 0 when h = k. Using this fact and cancelling the first terms
of the local truncation error, a family of high order methods was derived in [16] for the
non-homogeneous hyperbolic equation u; — ., = q(z,t). We are using a similar idea
to construct high-order finite difference methods for the phi-four equation first and later
for the form-I of the nonlinear Klein—Gordon equation.
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Finite difference methods for some nonlinear Klein—Gordon equations 277

2.1 First iterations

The numerical schemes derived in this paper have three or more levels, hence it is nec-
essary to use another procedure to obtain an approximation for the first step. Since we
will derive sixth-order methods later in this section, here we will also build a sixth-
order approximation for the first iteration to solve the phi-four equation (2) with initial
conditions (3) and (4):

= w0 4 h(u)? + h2(gtt)? n h?’(ugtt)? " h4(1;4ttt)? n hS(TIL;tStt)? I O(hﬁ)
2 1 ih) — f(ih)?
i)+ i) P4 160) ()
6
L WAL + 3(ih)° + 2fuu (i) (1 = 3f(iR)*))
24
W (foawa (ih) + f(ih)(1 = 6£o(ih)? — 6(ih)?))
+ 24 - -
o DO = 24 R)? + 211 ) = 64, (ih)? — 247 (ih) o ) F(i1) — 67(11)°)
120
120
+0(h%). (7)

Whenever we use a method with four or more levels, we will use the method proposed
above in the first iteration and later the fourth-order three-level scheme (9) (derived below)
until the other algorithm can be used (for example, if we want to use the algorithm
given by equation (10), we would need to use (7) and later (9) in the second itera-
tion).

In these cases, the order of accuracy of the algorithm is given by the following well-
known theorem.

Theorem 1. (See [22].) If the initialization of a multistep scheme uses schemes of order
of accuracy r' to compute the initial solution values v’ for j from 1 to J such that kb is
O(h™), and the initial data is in HP, where [r, p| is the order of accuracy of the multistep
scheme, then the order of accuracy of the solution is .

2.2 Fourth-order methods

The first method analyzed in [16] was the fourth-order scheme (for the nonhomogeneous
hyperbolic equation u;; — Uz, = q(z,1))

k2 ((qoa)? + (qtt)?)) (8)

wp T =y - R (q? + 5
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If we approximate second derivatives of ¢ (in what follows in this paper, ¢ = ¢(x,t,u) =
u — u3) in both space and time by three-term central methods, we obtain the formula

2w — (u™)3
u;LJrl — u?l+u?+1_u?l+k2( (uz 3(“’2) )
P s o) Y
12 ’

which is a fourth-order stable algorithm for the phi-four equation as it is demonstrated in
the following theorem.

Theorem 2. Formula (9) (when k = h) applied to equation (2) is fourth-order and
unconditionally von Neumann stable when u, the solution of (2), is smooth enough.

Proof. Letus call uyy = G = G(u, Uzy) = Uz + u — u>. Using Taylor series with (9),
and after some manipulation of the formula, we obtain

hz(utttt — Gyt — Gap + Uttza)

-G
(e = G) + 12
+ h4(¢1 (U, Ugy Uz, Uzzr, Uzzos, umzmmm) + @2 (U, Uty Uty Uttty Utttt, Utttttt))
720
+0(h%),
where

¢1 (u) um) UEI) U$I$7 uIZL’CECE, uzzmmm)
2 2 2
= 180us Uz + 0uuy, + 120Uz Urry — DUggzr + 10U Ugzer — 2Uszaaas

and

¢2 (U7 Uty Ut , Uttty Utttt, Utttttt)

= 180(ut)2utt + 90uu?t + 120uututtt — 5utttt + 15u2Utttt + 2utttttt~

Since the two first terms are zero for equation (2), the numerical scheme is fourth-
order and the local truncation error of the method is

h4(¢1 (U7 Ugy Ugx, Uzzr, Uzzrs, uzmm) + @2 (U, Uty Utt, Uttty Utttt, Utttttt))
720 '

The von Neumann stability analysis is not rigorously justified for nonlinear equa-
tions, but it is often justified approximately, assuming that the solution u(x,t) (and its
numerical counterpart) does not vary too rapidly, which happens with most of these
nonlinear Klein—Gordon equations. When analyzing similar nonlinear equations (see,
for example, the analysis in [11] for Burger’s equation), the equation and its numerical
method are linearized and small terms are dropped, as a small deviation between two
solutions of a nonlinear partial differential equation satisfies a linearization of that PDE
on the background of an exact solution.
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Finite difference methods for some nonlinear Klein—Gordon equations 279

Hence, the amplification polynomial of (9) will be considered as follows:

g*> —2cos(f)g +1— h?

2
g°+2cos(0)g+ 1+ 8¢ 5
B (l—uo).

The terms in g? and independent on g are both 1 —(h?/12)(1—wu3). Then, by Cardano
formulae, the product of both roots is 1. Therefore, taking o = 1 — u%, whenever the
radical A = —144 + 144 cos(6)? + «(24h? + 96h? cos(6) + 24h? cos(0)?) + o (15h* +
8h? cos(#) + h? cos(6)?) is negative, both roots are complex conjugate, the roots satisfy
|g1.2| = 1 (because |g1]|g2| = 1), and the numerical method is von Neumann stable.

Note that —144 + 144 cos(t?)2 < 0, but still, for some values of « and 6, the radical
can be positive. However, the radical can be considered as A = —144 + 144 cos(6)? +
C1(0,up)h? + C2(6,ug)h*, hence whenever the radical is positive, then |g; — ga| =
2v/A < 2C(ug)h (we consider h < 1 since we are proving stability) and |g; ||g2| = 1.
Thus, in any case, both roots satisfy |g;| < 1 + C(ug)h and the numerical method is von
Neumann stable.

In [7], it is established that this condition is not sufficient for stability. In addition, it
is required that the powers of the matrix

Er(0,h) = (f _01> )

where 3 = —2(4ah? + (12 + ah?) cos(6))/(—12 + ah?), are determined by its eigen-
values. A simple calculus give us

(0. 1) = (51" <—g>8>

with eigenvalues (3% 4= \/(—1)"4 + (£25) /2. o

Remark 1. It is not surprising that all the roots of the amplification polynomial of
method (9) satisfy the condition |g;| < 1+ C(ug)k. In fact, as we stated before, all
the numerical schemes in this paper come from modifying (8), which is well-known to be
stable (with both roots of the amplification polynomial |g;| = 1), adding to the scheme
terms that are O(k?) uniformly in 6. That is, since |g;| < 1 when k = 0, considering in
addition that the solution of the PDE is smooth, if we use Taylor series, we can conclude
that for small values of &, the roots of the amplification polynomials of the schemes in
this paper satisfy |g;| < 1+ C(ug)k (see Corollary 2.2.2 and Theorem 2.2.3 in [22]), and
only two eigenvalues are ~ 1.

This suggests that when the solution w of (2) is smooth enough, it is possible to use any
of the following options to demonstrate stability: (i) a similar procedure as in the previous
Theorem, or (ii) a similar procedure as in Theorems 2.2.1 and 2.2.3, and Corollary 2.2.2
in [22]. Hence, in what follows whenever we analyze a method, we will only study the
local truncation error.
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The first numerical method, presented in (9), was obtained approximating the second
derivatives of ¢ in both space and time by three-term central methods. Thus, (9) is a three-
level algorithm, where it is necessary to solve a third-order equation at each point for the
phi-four model. Although this is relatively easy to calculate, for other nonlinear Klein—
Gordon equations, this could be a little more difficult, even though a simple Newton—
Raphson scalar method can be used with good results.

In case, we want to use a fully explicit scheme, we would only need to approximate
the term (g;¢)? in (8) by the three-term backward scheme (g7 — 2¢"~* 4 ¢/"~?)/h? (and
(gzx)? by the central scheme in space as for (9)) to obtain a third-order four-level method.
If we want to obtain a fourth-order explicit algorithm, then it is necessary to use five levels,
which we can achieve by replacing (¢;;)?" in (8) by

2q7 — 5q7 " +4q % — ¢ ?
h2

(and again replacing (g, ) by the central scheme in space).

Theorem 3. The four-level explicit formula
() — (uf)?) +uf g — (upy)?
12
(4t~ ()" 201 07 ™ W)
12

1 -1 32
ul Tt =l ol —ul (

3

+

(10)
(when k = h), applied to equation (2), is only third order and its local truncation error is
the following:

B3 (ueer (1 — 3u?) + 6ug(Bu(—u + u® — ugy) — u?))
12 '

Theorem 4. The explicit formula

12(uf — (U?)s) Fui g — (u?—l)g i — (U?-H)?’
12

—5(up T — (T + 4y T = ()P — g (u?S)?’)

n+l _ n n n—1 2
wT =g Fu g — g +k<

N (11)

(when k = h), applied to equation (2), is fourth order and its local truncation error is the
following:

h*(2805u5 — 1485u" + 2970t — 30u? (88Uzs + DUprrz))

720
N h*(55u3(—25 4 18u? + 54u?))
720
RA(5u(—11 + 66u2 + 180u2, — 24UyUypy + 46207 + 264usts))
720
h4(2(25uwwwm — Ugzzzzx + Uz (55 + 90“;25 - 990”%) + utttttt))
+ 720 '
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Finite difference methods for some nonlinear Klein—Gordon equations 281

Another possibility is considering ¢(z,t,u) = u — u®. In that case, a simple calculus
provide us the formula

Gt + Qoo = (2 +u—u®) (1 — 3u?) — 6u(uf +ul).

Here, we can consider central schemes in space (for u, and u,,) and both central and
backward schemes in time (for wu;). In this way, we obtain three different algorithms
similar to those derived above: one explicit with order three, a fourth-order three-level
implicit scheme, and a fourth-order five-level explicit method.

2.3 Sixth-order methods

In a similar way as in the previous subsection, we can derive sixth-order methods from
the sixth-order algorithm derived in [16] for the wave equation. However, in this case, it is
necessary to approximate the term (¢, )" + (g¢)? with a fourth-order accurate formula,
and the term (Groaz)? + (Qetes)? + (qeeee)! with a second-order method.

Thus, we can obtain, for example, the following two sixth-order algorithms.

Theorem S. The local truncation error of the sixth-order six-level implicit method

547 — 3¢7. ., + T6¢™
= o —ul T+ k2< & gt Gt

720
N 4811 + T6q7_, — 3¢5 — 10¢)" " + 32¢) " — 10g]" "
720
8¢7 7 +26q) 2 + 8¢ — 2¢]) — 14q) % — 2] +3¢)*
+ =50 ) (12)

(when k = h), applied to equation (2), can be written briefly as

h8(28Grzz0 — 14Gttanas + 154G1tttze — 224qutees + SUtrrtttrt — SUzwoszass)
60480 '

Theorem 6. The local truncation error of the sixth-order explicit and seven-level scheme

—3q;4 o + 76q;, 1805¢]" + 76q;" |

n+l _  n n n—1 2
ug T = Fu g — Uy +k(

720
_a.n n—1 _ n—1 _ n—1 n—2 n—2
n 3q;' o — 10g;' 7y — 778q; 10g; "y + 8q;' 1" + 1106¢;
720
8q; 7 — 20" —824q] % — 2¢]" 7 + 327¢]* — 54q) 0
+ 720 (13)

(when k = h), applied to equation (2), can be written briefly as

h8(28¢sr20 — 14Gttasss + 154Gutttse + 4312Gueetee + Bttrerttt — SUazzzzzos)
60480
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Obviously, methods given by equations (12) and (13) can be used only when ¢ =
2,...,M — 2, so it is necessary to calculate other schemes for the cases ¢ = 1 and
i =M —1. Fori = 1, it is necessary to approximate (¢, )" and (¢zzz- )" With analogous
formulae but evaluated in ¢, q7, ¢5, ¢5, ¢4, and g¢'. We need to proceed similarly when
i = M — 1, approximating (¢gz)!" and (qgze); With the formulae evaluated in ¢,
hr—15 dnr—2> Ohr—3» Ahr—a0 AN Gy _s.

It is also possible to construct similar sixth-order methods using the fact that ¢(x, t, u) =
u — u?, calculating

noy kz((‘]m)? + (g)}) i k4<(szmm)? + (etw)? + (qeeee)])
% 12 360

in terms of u and its derivatives in space and time, and finally replacing these derivatives
with fourth-order numerical derivative formulae.

With both procedures it is also possible to obtain higher-order methods for the phi-
four equation.

3 Nonlinear Klein—-Gordon equation (form-I)

As we commented above, the phi-four equation is only a particular case of the form-I of
the nonlinear Klein—Gordon equation

U — Ugy —UF+u" =0; 0<z<I, 0<t<t, (14)

again with initial conditions (3) and (4), and boundary conditions (5) and (6) as above.
Hence, procedures as those employed in the previous Section can be used again,
and actually the numerical schemes are very similar to those obtained in the previous
theorems.
Thus, for the first iteration, now the approximation is

ul = 10 4 huy)? + h2(;tt)? n h3(1gtt)? n h4(;ztt)? n h5(11;;t5tt)? n O(hﬁ)
L W (fea(ih) + f(ih) = mf(ih)f (ih)™ 1)
6

L WAfGR) = (L m) f(iR)™ + mf(ih)*™ 71 = 2mf (ih)™ " fuu (iR))
24

o W2 aa(ih) + fazaa(ih) = (m = Dmf(ih)" 2 (f2(ih)? + [ (ih)?))
24

N h®(4m — 3)mf(ih)2™ =2 f(ih)

120 ~ -
R2m(2 — 3m + m?) f(ih)™ 7> f(ih) (f2(ih) + [ (ih)?)

120
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+ hs(_2<m — 1)mf(2h)m_2<2fw:c<7/h).f(2h> + fas(zh)faz(Zh)))

120
B (mf(ih)™ " (Bm — 1) fu(ih) + 2fua(ih)) + f(ih))
120

120

Fourth-order numerical schemes, equivalent to those given by equations (9) and (11),

and whose properties were studied in Theorems 2 and 4, are given with the following
theorem.

Theorem 7. The implicit three-level formula

2u” — (u)™ n+l tﬁ*l m
U7'L+1 _ u?—l +7.L;L+1 o U?_l + k2< (uz (uz) ) + uz (U )

’ 12
uisy = (ug)™ +udyy — ()™ + U?A - (“?71)7” 16
+ 13 (16)

and the five-level explicit method
e R
2 120w — (ui)™) +uit g — (i)™ +uityy — (wily)™
12
el 0 i el i ) B e <u?3>m) a7
12

are both fourth order, and their local truncation error are respectively

ht(5m(m3 — 6m? + 11m — 6)u™*(ul + u}))
720
R4 (30m(m? — 3m + 2)u™ 3 (uug, + uug))
720
hA(5(m — D)mu™2(3u2, + dugtpes + 3ud, + 4ustigg))
720
h4(5mum_1(uwx;mc + utttt) - 5“9:111, - 2“111111 - 5utttt + 2Utttttt)
720

and

hA(5m(m? — 6m? + 11m — 6)u™*(ut — 11u}))
720
hA(30m(m? — 3m + 2)u™ 3 (u Uz, — 11uZuy))
720
hA(5(m — D)mu™2(3u2, + dugtipes — 33Uz, — 4dusugy))
720
h4(5mum_1(uwxwz - 11utttt) - 5uw:vwz - 2uwzxxww + 55utttt + 2utttttt>
720
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Numerical stability of the algorithm given by (16) can be proven as in (2), just chang-
ing u — u® by u — v and writing & = 1 — uj'~" instead of @ = 1 — u3. Again, it
is necessary that the solution of problem (14) is smooth enough. For the stability of the
numerical scheme (17) it is better to proceed as it was suggested in Remark 1.

Analogously, it is also relatively easy to construct sixth-order and eight-order meth-
ods, and other higher-order schemes with a similar procedure as above. Actually, Theo-
rems 5 and 6 can be used for the problem given by formula (14), it is only necessary to

write ¢ = u — u™ instead of ¢ = u — u5.

4 Numerical examples

In this section, we offer some numerical examples developed with the methods shown in
the preceding sections.

4.1 First numerical example

For the first numerical example, we shall consider problem (1) with the traditional initial
and boundary conditions (3)—(6) such that the solution is

V2
cosh((z — 2t)/V/3)

u(z,t) =

As we commented above for our fourth- and sixth-order methods, we need to approx-
imate the solution at the first step, and for that we use equation (7) to calculate it. In this
numerical experiment, we will employ the implicit fourth-order method (9) and the ex-
plicit sixth-order method (13). For the former one, we require additional approximations
of the solution at the first levels. Hence, there we can employ (9) at the first steps.

The numerical errors when the method (9) is used (for different values of h = 1/8,
1/16, 1/32, 1/64 and 1/128) are given at t = 1, x = 0.25, 0.50 and 0.75 in Table 1.

As we can check in Table 2, this methods converge at the expected rate. There, we
show the values 7; = log,, err; /erry, where err; is the error obtained with h; and
C; = hi / hl .

As we also would like to study the numerical convergence of the sixth-order method,
and for this one, we would need to employ several times another algorithm at the first
steps, we will proceed in two different ways to better study the convergence rate of the

Table 1. Errors for the fourth-order method (9), 1st example.

h z = 0.25 =05 z = 0.75

1/8 8.489-10~7 2.481-10° 2.018-107°
1/16 3.383-10~8 1.097-1077 7.968 - 1078
1/32 1.711-107° 5.703 - 10~° 3.661-107°
1/64 9.730- 1011 3.244.10710 1.897 - 10710
1/128 5.657 - 1012 1.913 10712 1.052 - 10~ 1!
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Table 2. Convergence, fourth-order method (9),
Ist example.

h r=025 x=0.5 z=0.75
1/16 4.649 4.499 4.663
1/32 4.477 4.383 4.553
1/64 4.364 4.300 4.459
1/128  4.299 4.246 4.387

Table 3. Errors for the sixth-order method (13), 1st example, real solution.

h z = 0.25 =05 z = 0.75
1/8 1.300 - 10—° 1.945-107° 4.633-107°
1/16 1.240-1077 5.658 - 10~ 7 6.609 - 1077
1/32 2.970 - 10710 4.255-107° 4.002-107°
1/64 1.527 - 10711 1.022 - 10~ 11 2.136 - 10~ 11
1/128 2.898 - 10713 3.524.10713 1.121 - 10712

Table 4. Convergence, sixth-order method (13),

1st example, real solution.

h r=025 =05 z=0.75

1/16  6.711 5.103 6.131

1/32  7.708 6.079 6.749

1/64  6.566 6.953 7.016

1/128  6.355 6.430 6.325

Table 5. Errors for the sixth-order method (13) combined with the fourth-
order method (9), 1st example.

h x =025 z =05 z=0.75

1/8 7.745-1076 2.600 - 10~° 5.040 - 10~°

1/16 1.287-1077 5.904 - 10~7 7.366 - 10~7

1/32 3.199 - 107° 9.605 - 1010 2.705-10~°

1/64 8.960 - 1011 1.110 - 1010 1.188-10710

1/128 1.861- 10~ 12 3.878 1012 4.751-1012
Table 6. Convergence, sixth-order method (13)

combined with the fourth-order method (9),
Ist example.

h r=025 x=0.5 xz=0.75
1/16 5.911 5.461 6.097
1/32 5.621 7.362 7.903
1/64 5.467 5.946 6.231
1/128  5.497 5.669 5.835
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scheme: (i) we will use the real solution for the first steps and (ii) we will employ the
implicit fourth-order method (9) in these first steps.
First, in Tables 3 and 4 the numerical errors and the study for the convergence rate
are shown with the real solution in the first steps. Later, in Tables 5 and 6, we proceed in
a similar way with procedure (ii). The convergence rate is as expected (see Theorem 1).
As we can check in Tables 4 and 6 this method converges at the expected rate. There,
we showed the values r; = logci err; /erry, where err; is the error obtained with h; and

C; = hl/hl

Nonlinear Anal. Model. Control, 20(2):274-290
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4.2 Second numerical example

For the second numerical example we shall consider a problem with unknown solution,
where the equation and initial conditions are as follows:

Upt — Uy — u+u® = fz,t); 0<a <, 0<t <ty

u(x,0) = f(aj) = —14 x + cos(mz),

ut(x,0) = f(x) =1 — 2 — cos(mz),
and the following boundary conditions:

u(0,2) = g1(t) =0,
u(l,t) = go(t) = —e 7.

As in the previous example for our fourth- and sixth-order methods, we need to
approximate the solution at the first step, and for that we use equation (15) to calculate
it. In this numerical experiment we will employ the implicit fourth-order method (16) for
iterations 2 and 3, and the explicit fourth-order scheme (17) in the followings steps.

We shall also consider a sixth-order method, in this case, the one given by formula (13).
As iterations 2 to 5 are unknown, we have used (16) before we can employ the sixth-order
explicit formula (13).

The numerical errors when the method (17) is employed for different values of h =
1/8,1/16,1/32, 1/64, and 1/128 are given att = 1, z = 0.25,0.50, and 0.75 in Table 7.

As in the previous problem, we can check in Table 8 that this method converges at the
expected rate. Again, we showed the values r; = logci err;/ erry, where err; is the error
obtained with h; and ¢; = h;/hq.

We also would like to study the numerical convergence of the sixth-order method and
for this one, we need to employ several times a fourth-order method at the first steps
as we comment before. In Tables 9 and 10, the numerical errors and the study for the
convergence rate are shown.

Table 7. Errors for the fourth-order method (17), 2nd example.

h x =025 z =05 z=0.75

1/8 3.363- 10~ 4% 2.509 - 10~% 2.470-10~4
1/16 2.964 - 1075 1.381-107° 1.510-107°
1/32 1.609 - 106 7.390-1077 7.205- 1077
1/64 9.226 - 10~8 4.147-1078 3.826- 1078
1/128 5.564 - 10~9 2.420- 1077 2.103 - 1079

Table 8. Convergence, fourth-order method (17),
2nd example.

h xz =0.25 z=0.5 xz=0.75
1/16 3.504 4.184 4.032
1/32 3.854 4.204 4.211
1/64 3.944 4.188 4.219
1/128 3.971 4.165 4.210

http://www.mii.lt/NA



Finite difference methods for some nonlinear Klein—Gordon equations 287

Table 9. Errors for the sixth-order method (13) combined with the fourth-
order method (16), 2nd example.

h z=0.25 z=0.5 z=0.75

1/8 1.434-1073 5.438 - 10~ % 9.161-10~ %
1/16 8.779 1076 2.232-107° 3.955 - 1075
1/32 2.307- 1077 8.038 - 10~ 7 2.404 - 1076
1/64 3.565- 1078 3.453-10~8 1.526 - 1077
1/128 3.617-107° 1.791-10° 9.456 - 10~°

Table 10. Convergence, sixth-order method (13)
combined with the fourth-order method (16),

2nd example.

h =025 x=05 z = 0.75
1/16 7.351 4.607 4.534
1/32 6.301 4.701 4.287
1/64 5.099 4.648 4.184
1/128  4.650 4.553 4.141

4.3 Third numerical example

In this test example, we compare our schemes with the fourth example used by Rashi-
dinia et al. in [17]. That paper is devoted to the numerical solution of a one-dimensional
nonlinear Klein—-Gordon equation, which is given in the following form:

Upp — Uge +u+ud = s(t,x), —1<x<1,0<t,
where
s(t,z) = (=2 + 2?) cosh(t + z) + 2° cosh®(t + z) — 4z sinh(t + x),

and subjected to the initial conditions

u(z,0) = f(z) = 2% cosh(z), —-1<2<1
ug(2,0) = f(x) = 2%sinh(z), —-1<z<1

3

)

with the exact solution u(z,t) = 22 cosh(z + t). They obtained the boundary conditions
from the exact solution, and they solved this problem with the algorithm derived in [17]
with i = 0.01 and £ = 0.0001.

As the reader can check, this equation has not been exactly considered previously in
the paper (since the phi-four equation is wuy — uze — u + u® = 0, a sign is different
and s(t,z) # 0 in this case). Also the interval, where the equations are considered, is
different, ranging from —1 to 1 instead of 0 to 1. However, similar algorithms can be
derived and again stability for (smooth enough) functions can be proved as in previous
methods from Remark 1 and Duhamel’s principle (a scheme is stable for the equation
Py, pv = fifitis stable for the equation Py, ,v = 0 as it is shown in [22, Chap. 9]).

In this case, we have used a scheme similar to the one given by equation (7) for the
first iteration, and later, for the following 4 iterations, we have used an implicit method
similar to the one derived in equation (8). Finally, we have applied a six-order explicit
algorithm similar to the one given by equation (13).

Nonlinear Anal. Model. Control, 20(2):274-290
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Table 11. Comparison between our method and others given in [17],
3rd example.

t=1 Dehghan et al. Rashidinia et al. Our method

lint 5.0705-107° 3.5666 - 100 1.02839 - 107
lo 2.9474 - 10~ 2.5993 - 105 3.7079 -107Y
RMS 2.0789 - 10~° 2.5930 - 10~ 2.61535 - 1010

We have used the same problem than they have, but in this our with h = k£ = 0.01.
Hence, our £ is much bigger than theirs, which means a large reduction in computing time.
However, the methods studied here are higher-order. We did not want to compare our
schemes with theirs in other numerical problems since it looks “unfair”, but we considered
that we had to do it in one instance to make clearer the differences to the reader. Table 11
offers the comparison results. We calculated the errors at £, = 1 with the infinity and Lo
norm and also the root mean square (RMS) which can be calculated in this case as the
error with the Lo norm divided by the root square of the number of nodes (201). We took
the values with the other methods from Table 4 in [17].

5 Conclusions

In this paper, the problem of solving some nonlinear Klein—Gordon equations (KGE) has
been considered. More exactly, we have derived different fourth- and sixth-order explicit
and implicit algorithms to solve the phi-four equation and the form-I of the nonlinear
Klein—Gordon equation. We have also demonstrated that similar schemes can be obtained
for similar equations. The stability and consistency of the proposed schemes were studied
under certain conditions of smoothness of the solution of these equations.

We have provided numerical results to explain the efficiency of the new algorithms,
their stability, and the convergence rate. We have compared the results obtained with the
new methods against others obtained with some schemes already existing in the scientific
literature. In comparison, they show an improvement in both, the computational effort and
the error rate, as they are smaller than in the other schemes.

Regarding the future work, we think it would be interesting to derive and study the
numerical implementation of numerical schemes for other nonlinear Klein-Gordon when
G(u) in ugt — gy — G(u, Uy, Uy, . ..) = 0 is not a polynomial or suffers perturbations.

Acknowledgment. The authors would like to thank J.C. Strikwerda for useful discus-
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