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Abstract. The aim of this paper is to show that the traditional desigaeldl estimator

for the proportion of population units, associated withesst one subunit having an
attribute of interest using the two-stage sampling desigrhiased. We face such a
situation in the Adult Education Survey of official statistiof the European countries
when estimating the share of individuals in non-formal ediar, involved in job-related

learning activities. The alternatiwiesign and moddbased estimators are proposed.

Keywords: finite population, proportion, two-stage sampling deslgas.

1 Introduction

A new problem related to the estimation of a proportion haearin the Adult Education
Survey of the European countries ( [1-3], hereinafter retéto as “AES”). The parameter
of interest is the share of individuals in non-formal edigratinvolved in job-related
learning activities. According to the sampling design, itgividuals included into the
first stage AES sample, present the second stage simplemssataple of sizen < 3 of
the learning activities of non-formal education in whicleyhhave been involved during
a year. Some of them are job-related, but some of them ar@eboatjated. Even if there
are no job-related learning activities in the sample, theay cccur among non-sampled
ones, and have to be taken into account.

The problem has arisen in practical work. The author has rettany similar
problem solved, or at least touched, in the literature. érpdper, the problem is described
in the general framework, and it is shown by an example thattsign-based estimator
of this parameter is biased, and the size of bias is demdedtby an example.

In order to take into account possible non-sampled jobtadléearning activities
for sampled individuals assumption on the distributionted humber of such learning
activities for each individual is made. Alternative desard model-based estimators are
proposed. Their application is shown by Examples 5, 6.
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2 Population and parameters

Let us denote by/; = {uy,us,...,un}, (or Uy = {1,2,..., N} without restriction

of generality) population of units, with each of which a ¢&rsof subunitsd/; of size
M;, i =1,2,..., N, is associated. Thus, the population of all sububifsconsists of
M = M; + ...+ My elements:U; = U?’ZlUQi. Suppose that some of the subunits
have an attribute of interest, some of them do not have it.usdéhtroduce an attribute
indicator — a study variable— in populationl/; with the valuez; = 1, if there is at least
one subunit with the attribute amod; subunits associated with the unijt andz; = 0,
otherwisej = 1,2,..., N. Then the number of units in the population associated wtith a
least one subunit having an attribute is equal to the totdi@f/ariable::

N
tz = Zzl (1)
i=1

The share (proportion) of the units i having at least one subunit associated with the
attribute is equal to the mean of the variable., = t,/N. Let us consider estimation of
parameters, andyu, from the survey data.

3 Sample and the usual estimator

The sample design of subunits that consistute populdfipis described by a 2-stage
sampling design with some probabilistic samgjeof n units fromU,, at the first stage,
and a simple random samplg;; of m; subunits in the cluster associated with the wnit
(or all of them if their number is smaller than;), at the second stage:

s = U srri C Us,  srri C Uy,
i€EST
At the second stage, the size of the samples;;; can be any positive number, but, for
simplicity, without loss of the generality, let us consider
M;, if M;=0,1,2,
m; = .
3, if M; > 3,
for ¢ € s;. This is the case in the Lithuanian AES. Denotedpy= 1/7; the first stage
sampling design weight with the first and second order inatuprobabilities
m; = P(sr:i€sy) >0,
T = T4, Wij:P(SISiGS]&jGS[)>O, i,j,€ Uy, i #j.
The Horvitz-Thompson estimator of the population tatabf the variablex
Zi

Uy
1EST ¢
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cannot be used to estimate the number of units, associatedsatone subunit with the
attribute in the populatioty; because for; < M; the values;; may be not observable.

The often used design-based estimator for the number of asgociated with at
least one subunit having an attribute is

t, = Z diZ;, 2

1: 1EST

wherez; is the design-based estimatorf

®3)

zZ; =

. J 1, ifatleastone subunitwith the attribute belongs tg;,
0, otherwise.

For the share of units associated with at least one subunitdpan attribute, the suggested
design-based estimator is

This estimator is usually used in the pilot AES of statidtaffices in European commu-
nity.

Hypothesis estimators (2) and (4) are biased, e. Bt, # t., Efi. # u., the
expectation is taken here with respect to the two-stage lgagrgesign.

The following examples confirm the hypothesis.

4 Bias

We show by example 1 that using design-based approach tedgbem we unavoidably
obtain the biased estimator of a parameter.

Example 1 (Existence of a bias of estimatoy). Let us study a Small Populatidi, =
{u1,u2,uz} consisting of N = 3 units. The unitu; is associated with one subunit
without an attribute, denoted asnattr, the unitus is associated with one subunit with
an attribute, denoted axtrib; the unitus is associated with two subunits: one with an
attribute @ttrib) and one without an attribute@nattr). For this population, the number
of units with an attribute and their share is equal to

t.=2z1+20+23=0+14+1=2, pu,=2/3.

Let us draw the first-stage simple random samgleof n = 2 elements from
populationl; . The possible realizations of the sample according to Hrsgpding design
and their sampling probabilities are:

Sr1 = (Uhuz), Sr2 = (U17U3), Sr3 = (U27U3)7

P(si1) = P(sra) = P(s1s) = %
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Let us simplify the sample design, taking for the sample bisits

M;, for M; =0,
m; =
1, for M; > 1.

The second stage sampling design probabilities are asvigllo

P(nonattr|u)

1, P(attribluy) =0,
, P(attribluz) = 1,

1
P(nonattr|us) = P(attribluz) = B

P(nonattr|ug) =

Let us estimate, using estimator (2) and the data of these samples:

. N 3 3 1
s = (unup): B0 = — (a1 +2) = S0+ 1) =5, A = 2.

For the elements, we estimates = 1, if a unit with an attribute is selected for the
second-stage sample, afd= 0, otherwise.

sr2 = (u1,us3) :
: . N ~ 3 .
if s;r3 = {nonattr}, theni® = —(z; 4+ 23) = 5(0 +0)=0, ¥ =0
n

_ (g N N
if s;r3 = {attrib}, theni® = (a1 + %) = ;(o +1) =

NNV
2
w
Ned
\

: 1
7/’Lz 727

srs = (ug,us) :

. . N ~ N 1

if srr3 = {nonattr}, theni® = —(z+23) = §(1 +0) = §, oW =
n 2 2 2

: . N ~ 3 .

it srr5 = {attrib}, MWé®:g®ﬂw9250+U: , AP =1.

Let us calculate the expectationfgfwith respect to the sampling design:

Ei. =iV P(s;)) + (ng)P(nonattrmg) + fg3)P(attrib|U3))P(sjg)
+ (£ P(nonattr|us) + £ P(attriblus)) P(srs)

731+ 01%fn 1+ 31+311
23 2 223 22 2/3
1 1 3 3
= — —_ _= - 222.
2+4+4 2#t

It means that the estimatéy is biased. Consequently,

Ei.

1 2
EAZ = = — 2 =
% N 2##

57
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and the estimatqi, of the proportion of the units with an attribute is also bise

It is clear by intuition that estimator (2) underestimates true number of the units
with an attribute, because the cases are possible, whereeshunit based on the sam-
pled subunits is classified as without an attribute (caggs 3 with s;r3 = {nonattr}),
while in reality there exists a non-sampled subunit with #ritaite associated with it.
On the other hand, there are no possible cases where a samjilesiclassified as being
associated with the subunit with an attribute, as in redlig/not so.

The situation is visualized in Fig. 1. Big circles mean unéh the small circles
mean subunits; the small black circles mean subunits withtiioute. A subunit joined
with the unit means a sampled subunit. “+” meaps- 1, “-" meansz; = 0, “?” means
z; = 0 and a source of bias. Fig. 1 show that estimator (2) underasts the number of
units with an attribute.

O
Wy o L aggos
AR
+ ?
Fig. 1. Sample of subunits.

Example 2(Size of a bias) Let us write an expression for the bias in some special case.
Denote byX; the number of subunits with the attribute associated wigtin unit, and

by Y; the number of sampled subunits with the attribute. Consldee= M, m; = m,

X; = k > 0 are fixed numbers for afl = 1,..., N. It means that each population unit
is associated with exactly subunits having attributes. The numbers of sampled subunit
with the attributeY; are independent identically distributed random variab®sppose
they have the same distribution as the random varigble

For self-weighting 1st stage sampling design, the popriatize can be expressed
in such away:

N=t,=NPY =0)+ NP(Y >0).
For the estimatof, in our example we have:

Ei.=E) d% =NP(Y >0).

1€EST
From the last two expressions we obtain

Bias(t,) =Et, —t, = —NP(Y = 0).
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For our sampling design we calculate:

C()cm
P(Y =0)=P(Y =0|X = k) = 2 2=F
C11\/1
k k k
@M)@M_J~<1jv:§i>
Then

Bias(t,) = N<1 - %) <1 - Mk_ 1) <1 - M+M)

Some numerical values of the bias in the case the paramédsesto the Lithuanian
AES ones are given in Table 1.

Table 1. Values of theBias(f) for the caseN = 2000000, M = 10, m = 3,

k=1,2,...,M

k Bias(t:)  (Bias(t.)/N)100 (%)
1 1400000 70

2 933333 47

3 583 333 29

4 333333 17

5 166 667 8

6 66 667 3

7 16 667 1

8,9,10 0 0

We see that the higher the number of subunits with an atgilouthe population, the
lower the bias of estimator (2) is for the number of units agged with the subunits with
an attribute. Bias is unavoidable wh&h — k& > 3.

In order to adjust estimator to the bias, we introduce a uqgariation model for the
distribution of the number of subunits with the attribute.

5 Alternative estimators

We propose somédesign and moddbased estimator for the proportion of the first-stage
sampling elements associated with the subunits with aibatiér under the two-stage
sampling design. Some auxiliary assumptions on the supeatation of subunits have
to be stated.

1. Suppose that the numbéf; of subunits associated with the unit is fixed and
known, but the number of subunif§; with an attribute is randon, < X; < M;,
1=1,..., N. Let us define the probabilities

M;
par (k) = P(Xi =k|M;), > pa(k)=1, i=12,...,N.
k=0
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We consider these probabilities (distribution of the ValieaX ;) to be known.

2. The values of the study variabldecome random because they depend on the values
of the random variableX,;,i = 1,..., N. The population total, is also random.

3. The number of sampled subunits with an attribbteis randomp < Y; < min(3, X;).
The values;, Y; are independent far#£ j.

For estimator (3) of the valug of the attribute indicator (study variable)the following
relationship is valid:
1, fY,>0 & X;>0, z;=1,

A’L' = . [ ) i — 1 5

3 0. ifY.—0 o X; >0, z=1 5)

Conditional distribution ofY; under the condition that the value &f; is known, is
also known due to the known simple random sampling desigoloirsits.

Taking into account (5), we obtain an expression for the abdlty, denoted by;,
that the variable; obtains valud.:

p; = P(z; =1) = P(X; > 0), or, equivalently,

p; = P(Y; >0)+ P(X; > 0|Y; =0)P(Y; =0). (6)
In order to obtain the new estimator of the tatalthe value of; in (2) is changed by;
from (6).

The expectation of, with respect to the distribution of;, ¢ =1,..., N, is

N

N N
Ext. = ZEXZi = ZID()(Z > 0) = Zpi.
=1 =1

1=1
We are going to estimate this expectation.
Estimator A. Let us estimate, by
%A) = Z d;p;. (7)
1€EST

This is a Horvitz-Thompson type estimator of the total of #tedy variable with the
valuesp;, i = 1,2,..., N, and we use further the well known result [4, p. 43], for this
estimator.

Proposition A. Suppose the probabilities, (k), k = 1,2,...,M;,i = 1,2,..., N,
M; > 0, are fixed and known. Then

(i) the estimatorzféA) given in(7) is unbiased forExt, under the sampling design
described in Sectio8:

R N
EiY = p;,
i=1
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(i) its variance

R N 1— 7 N
Var(ng)) = Z “p2 4 Z Tij — sz])pzp]
i1 T

T

i,j=1
i#]

(iii) the estimator of variance

@@A)) _ Z 17T2m 2 Z Tij — TiT; Pi Pj

n Ti4 T T4
i€ESsy g ZJESI K v
i

is unbiased foiar (1))
Estimator B. Let us introduce aesign and moddbased estimator of a valug

2 _ 1, if Y;>0,
Y P(X; > 0lY; =0), if Y;=0.

and define a new estimator of the total

1 = > diz;. C)

i€EST

The probabilityP(X; > 0|Y; = 0) in the caseY; = 0 is included here in the
definition ofz; in comparison ta; in (3).
Proposition B. Assume the distribution of random variabl&s, i = 1,2,..., N, to be
known, and\/;, M; > 0 to be fixed and known. Then

(@) the estlmatontz , given in(8), is unbiased folE x ¢, under the sampling design
described in SectioB and model:

N
Ei?) = pi, ©)
=1

(i) its variance
A A N
Var(f ) Var(f (4) ) + Zdi (pi — p? — P(X; > 0]Y; = 0)par, (0)),

=1
(iii) the suggested estimator of variance is

Var(tP)) = Var(i) + 3 a2 (pi — p? — P(X; > 0Y; = 0)pay, (0)).

i€EST

The first term in the expression Mar(fiB)) is due to the sampling design, and
second term is due to the distribution®f, i =1,2,..., N.
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Remark 1. If X; is non-random, then

1, if X;>0,
pi =

0, if X;=0,
andEﬁ,(ZA) = EQ,(ZB) = t, is the number of population units associated with at least on

subunit with an attribute.
Remark 2. Calculation of the probability?(X; > 0]Y; = 0) used forV ar(t EB)) for
m = 3:
P(X; > 0Y; = 0)P(Y; = 0)
M/L'73
> P(X; =k|Y; = 0)P(Y; = 0)

P(Y; = 0|X; = k)P(X; = k)

M;—-3
- k k k
Hence,

P(X; > 0]Y; =0)

- m Mii3 (1 - %) <1 - Mik— 1> <1 - Mik— Q)pMi(k)'

k=1

Estimator C. In practice, distribution ofX; is not known and it is estimated. Suppose
that estimator®,,, (k) are used for the probabilities,, (k). Then we define

~

P(X; > 0]Y; = 0)

B ﬁ Mii3 (1 - %) <1 - Mik— 1> <1 - Mik— Q)ﬁMi(k%

k=1
pi = P(Y; > 0) + P(X; > 0[]Y; = 0).

DenoteE;(-), Vars(-) expectation and variance with respect to the distributibthe
estimatorgyy, (k), k=1,...,M;,i=1,...,N,

2 1, if Y;>0,
Zi = ~ .
P(X; >0]Y; =0), if Y;=0,

as well as the estimator of the total

1) = Z diZ;. (11)

1€EST
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Proposition C. Assume that the estimatagrg;, (k) are defined for the probabilities,, (k),
1=1,2,...,N,k=1,...,M,. Then

(i) the expectatior@under model, design and distributionyf, (k:)) of estimaton?gc),
givenin(11), is

N
Et7) = " Eqp;,
=1

(i) its variance is expressed by

R N
Var(#9) :Var( Z diEﬁ]/?\i) + Z d;Varp(p:)

1€EST =1

N
+ > dEs(pi — p? + P(Y: = 0)P(X; > 0]Y; = 0)
=1

x (P(X; > 0]Y; = 0) — 1)).

The first term in the expression of variance is due to the sagplesign, the third
term is is due to the distribution of;, « = 1,2,..., N, and the second term is due to
estimation of the superpopulation distribution probaie.

Remark 3. The situation can occur that the clusters of subunits aecatsd only with
some, but not all the elements of the population. Then thebaunwf units»’ in the sample
associated with some subunits may be randompandn. This invokes one more source
of randomness in the estimators of the number of populatiots,uassociated with the
subunits having attributes, which is not considered here.

Estimation of the proportion. From the equalities
fi =1t /N,
Var(ji,) = Var(t,)/N?,
Var(ji.) = Var(f.)/N?

we can obtain the estimator needed for a proportion, usirygeatimator of the total
presented above.

6 Possible distributions ofX;

Example 3. Let any subunit attached to some unit have an equal probapile (0,1)

of bearing the attribute, and subunits have attributesgaddently of one another. Then
the number of subunitX; is distributed according to the binomial distribution witre
parametep, and

Pwm; (k) = P(XZ = k|M1) = Clli/llpk(]- 7p)IVIi7ka k= 0; 17 . aMZ
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Thenp; = P(X; >0) =1—P(X; =0) =1 — (1 — p)M:.

For some case of the binomial distribution®f, the probabilitiep s, (k) are given
in Table 2. They have a peak fbr= kq € (0, M;) with fixed M.

Table 2. Probabilitieg s, (k) for the binomial distribution ofX; andp = 0.6

k
0 1 2 3 4
0.4 0.6
0.16 0.48 0.36
0.064 0.288 0.432 0.216
0.026 0.154 0.346 0.346 0.130

INFARNEINGS

Example 4. Each subunit associated with tite population unit has an attribute with
its own probabilityp(), j = 1,2,...,M;. Attributes are obtained by the subunits
independently of one another. Then the probabilities neéade as follows:

P(X; =0) = (1—pI)(1—p@D) . .. (1—pMeD),
pi=1-PX;=0)=1—(1—-p"I)(1—-pEI). . (1-ptd)

pa(w) = > [Ip™ [ (—=p*9).

wCUy; kEw keUzi\w

lwl=u
Example 5. Let us suppose the superpopulation distribution of the rermob subunits
having attribute (variableX;, i = 1,2,..., N) to be known, e. g. probabilities (k) =
pu, (k) = P(X; = kIM;), k= 1,2,...,M;,i =1,2,..., N, to be known. We apply
estimatoiB for the Small Population described in Example 1.

Probabilities defining distribution oX;, X5, X35 —Model 1 — are

pl(o) = 17 pl(l) = 0) pQ(O) = 0) p2(1) = 17
Then we calculate according to (10)

We can find easily?(Y3 > 0) = 1/2. Hence,P(Y; = 0) = 1 — P(Ys > 0) = 1/2.
From (12) we obtairP (X35 > 0|Y; = 0) = 1. Then we can calculate all the estimates:

fBy = ;, #0821 {(B3) = ; #BY — 3 §B5 — 3

483



D. Krapavickaite

The average of the estimator (8) with respect to the desigmaodel is

; 1, s N
Bif = (i) + 1P P(Y; = 0) + i%) P(Y5 > 0)

+iBYP(Ys = 0) + Y P(Y3 > 0) (13)
and we obtairEfiB) =2. 1t mean@fﬁB) = t,, and unbiasedness of the estimdor

On the other hand, we have that

p1+p2+p3
= P(X1 > 0)+P(Xz > 0)+(P(Ys > 0)+P(X3 > 0]Y3 = 0)P(Y3 = 0))
=0+1+1/2+1/2=2

coincides withE£\™ | as it is said in Proposition B.

Example 6. Let us suppose other models for superpopulation distobudgf X; in Small
Population of Example 1 fob < ¢ < 1. The results of estimation are presented in
Table 3.

Table 3. Results of the total estimation in the case of SmgtiuRation and various
superpopulation models

Model 2 Model 3
p1(0) =1, p1(0) =0, p1(0) =1, p1(0) =0,
p2(0) =0, pa(1) =1, p3(0) = ¢, p2(0) =0, pa(1) =1, p3(0) = &,
p3(1) =1—2¢,p3(2) =¢ p3(1) =2, p3(2) =1 -2 —¢?
P(Y; > 0) 1/2 l—e—¢?
P(Y3 =0) 1/2 e+ é?
P(X3 > 0|Ys = 0) 1— 2 1/(1+¢)
By 3/2 3/2
i 3(1 —2¢)/2 3/(2(1+¢))
B3 3/2 3/2
e 3(1—¢) 3(1+1/(1+¢))/2
i 3 3
Eit?) 2—¢ 2 —¢?

Average of the estimatoiéB) with respect to the design and model is calculated
according to the formula (13). We see how average of the aEbirﬁﬁB) depends on the
probability of the unit to have at least one subunit with thigilaute. We see also the
expectation of the estimaté&B) for changed model assumptions (distributionay).

Model 3 shows distribution oK'5 for smalle of the type similar to the distribution
in Lithuanian AES (compare Table 4), and this is, of coursa-linear function.
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Example 7. Let us try to find an approximation of the distribution of thenmber of the
subunits with an attribute attached with some unit, whicimé in the Lithuanian AES.
n = 1128 individuals participated in non-formal education in thengée of the year 2007
of Lithuanian AES. The estimated probabilitigs;, (k) = P(X; = k|M;) are given in
Table 4. They are increasing with an increasé: d¢br fixed M; and are far from those
given in Table 2.

Table 4. Relative frequencigs,, (k) of the number of job-related learning activities in
non-formal education in the Lithuanian AES

k

M; 0 1 2 3
0.18 0.82

0.05 0.10 0.85

0.04 004 011 o081
0.00 0.04 0.09 0.87

=W N =

2

The analytical expression of the function can be used forapmating the proba-
bilities pas, (k) for real data:

flz)=1+cx)*, a>0, ¢c>0, z>0.
Choosing the proper parametersc we derive
~ 1+ ck)”
ﬁMi(k):P(Xz:mMi):%, k=0,1,...,M,. (14)
Zj:to(l +cj)«

The probabilitiespy, (k) = P(X; = k|M;) estimated, using this function with
a = 6 andc = 2, are given in Table 5. They seem to be quite close to the vaiits
real survey in Table 4.

Table 5. Estimated probabilitigg,, (k) = P(X; = k|M;) using the function proposed

in (14)
%
0 1 2 3 4
0.05 0095

0.01 0.21 0.78
0.00 0.07 0.27 0.65
0.00 0.03 0.12 0.29 0.56

The empirical results show that probability approximasiof the type (14) can be
used in estimatoC (11) for AES.

We were successful in the Lithuanian AES of the year 2007rethee no cases in
the sample with\Z; > 3 andY; = 0. Anyway, there can be the case in subsequent survey
and the estimators proposed may be needed.

485



D. Krapavickaite

7 Conclusion

The alternative estimators have been proposed for the giopof the population units
associated with at least one subunit with the attribute tdrast, using the two-stage
sampling design and assumptions on the superpopulatitnbditon of the number of
subunits having the attribute. The Examples 1, 5 and 6 shatettimatoB allows to
obtain unbiased estimates to the problem. The successgd o§the estimators proposed
depends on knowledge of the distribution of the number ofusitb with the attribute
associated with the population units.

Acknowledgements

The author is thankful to Statistics Lithuania for a podiipto analyze the survey data
and to anonymous referees for useful comments.

Appendix

Proof of the Propositiof8. The expectation of the estimator under the design and model
is as follows:

Ei® =EY dEGs)

1€EST

=E) di(P(Yi>0)+ P(X; > 0]Y; = 0)P(Y; = 0))

1€EST
N
=E Z dipi = szw
1€Sy =1

The variance is calculated taking into account that sargliesigns at both stages
are independent, arid, i € sy, are independent random variables:

Var(t:gB)) = Var(E(l?gB”S])) + E(Var(t:gB)|sj))

= Var( > diE(§i|sf)) + E( > dear@s,)) .

€S €S

Hence,

N
Var (ng)) = Var(tAgA)) + Z diVar(/zA\,-). (15)

i=1
~ ~2 ~
ForVar(z;) = Ez, — (EZ;)?, we find:

EZ; = P(Y; > 0) + P(X; > 0|Y; = 0)P(Y; = 0) = p;,
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EZ; = P(Y; > 0) + P(X; > 0]Y; = 0)2P(Y; = 0)
= pi + P(X; > 0]Y; = 0)P(Y; = 0)(P(X; > 0]Y; = 0) — 1)
=pi — P(X; > 0]Y; = 0)P(Y; = 0)P(X; = 0]Y; = 0)
=p; — P(X; > 0|Y; = 0)P(X; = 0)
= pi — P(X; > 0]Y; = 0)par, (0).

Hence it follows that

Var(z;) = pi — p? — P(Xi > 0]Y; = 0)pay, (0).
By substitutingVar(?,-) in (15), we obtain the expression of variance.

The estimator of variance is obtained using the expresdi¢iii)droposition A for
the first term and the unbiased Horvitz-Thompson estimatohe total for the second
term of the variance. O
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