
Nonlinear Analysis: Modelling and Control, 2009, Vol. 14, No. 4, 505–529

Mathematical Modeling of a Bioluminescent
E. Coli Based Biosensor

A. Rabner1, E. Martinez2, R. Pedhazur3, T. Elad3, S. Belkin3, Y. Shacham1

1Physical Electronics Department, Tel-Aviv University, Ramat-Aviv, Tel-Aviv 69978, Israel
arthur.rabner@gmail.com

2Biomedical Engineering Department, Tel-Aviv University,Ramat-Aviv, Tel-Aviv 69978, Israel
3Department of Plant and environmental Sciences, Hebrew University of Jerusalem

Jerusalem 91904, Israel

Received:2009-07-21 Revised:2009-09-23 Published online:2009-11-11

Abstract. In this work we present a mathematical model for the bioreporter activity of
an E. coli based bioluminescent bioreporter. This bioreporter is based on a genetically
modified E. coli which harbors the recA promoter, a member of the bacterial SOS
response, fused to the bacterial luminescence (lux) genes. This bioreporter responds
to the presence of DNA damaging agents such as heavy metals, H2O2 and Nalidixic
Acid (NA) that activate the SOS response. In our mathematical model we implemented
basic physiological mechanisms such as: the penetration ofthe NA into the biosensor;
gyrase enzyme inhibition by the NA; gyrase level regulation; creation of chromosomal
DNA damage; DNA repair and release of ssDNA into the cytoplasm; SOS induction and
chromosomal DNA repair; activation oflux genes by the fusedrecApromoter carried on
a plasmidal DNA; transcription and translation of the luminescence responsible enzymes;
luminescence cycle; energy molecules level regulation andthe regulation of the O2
consumption.

The mathematical model was defined using a set of ordinary differential
equations (ODE) and solved numerically. We simulated the system for different con-
centrations of NA in water for specific biosensors concentration, and under limited O2
conditions. The simulated results were compared to experimental data and satisfactory
matching was obtained. This manuscript presents a proof of concept showing that
real biosensors can be modeled and simulated. This sets the ground to the next stage
of implementing a comprehensive physiological model usingexperimentally extracted
parameters. Following the completion of the next stage, it will be possible to construct
a “Computer Aided Design” tool for the simulation of the genetically engineered
biosensors. We define a term “bioCAD” for a Biological SystemComputer Aided Design.
The specific bioCAD that is described here is aimed towards whole cell biosensors which
are under investigation today for functional sensing. Usage of the bioCAD will improve
the biosensors design process and boost their performance.It will also reduce Non
Recurring Engineering (NRE) cost and time. Finally, using aparameterized solution
will allow fair and quick evaluation of whole cell biosensors for various applications.

Keywords: bioluminescence, enzymes, biosensor, promoting, reporting, photons,
luciferase, aldehyde, fatty acid.
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1 Introduction

Today, the design of biosensors does not include a computer based simulation stage as
a standard procedure similar to what was a standard use in most engineering disciplines.
The current commonly-practiced “trial and error” method which is used for biosensor
design is a complex, expensive and time-consuming process that fails to guarantee the
required system performance. Therefore, currently there is a need for a computer aided
design (bioCAD) tool for biosensor engineering.

Any CAD tool is based on mathematical modeling of the resources and processes of
the corresponding object. The bioCAD for the whole cell biosensors engineering has to
cope with cellular functions that are based on a large numberof chemical reactions and
transport processes that are regulated by proteins, enzymes, genetic and biomechanical
mechanisms [1–4]. The relatively simple mathematical models deal with enzymes and
substrates by ordinary differential equations (ODE) [5–8]. A more sophisticated form,
considering diffusion, is based on the partial differential equation (PDE), as shown for
example in works describing a biosensor acting in a trigger mode [9] and in theVibrio
fishericontrol system [10]. The genetic and biomechanical mechanisms could be found in
works depicting theE. coliSOS function [11–13] for damaged DNA repair. The modeling
could be stochastic or deterministic, depending on a numberof substrate and reactant
molecules [14–16] that are being taken into consideration.

Metabolism is commonly defined as a process in which nutrients are converted to
provide energy and the synthesis of new organic materials for the cells maintenance
activity and reproduction [17, 18]. Therefore, metabolismmodeling usually appears in
most whole cell biosensors [16]. This modeling is usually very complex and it is common
to derive algorithms for simplifying the metabolic networks [6,19,20]. The second major
issue is the modeling of the regulatory networks. For example, those were comprehen-
sively studied and modeled forE. coli [6,16,19,21], and forSynechocystis[22].

The other main parts of the biosensor mathematical model are: (i) the interaction
of the analyte with the biosensor; (ii) the biosensor response; and (iii) the reporting
mechanisms. The analyte interaction with the biosensor, which is the initial link in the
detection chain of the bioreporter, has been reviewed in theliterature, for example see
references [23, 24]. The biosensor response activates the reporting mechanism. The
SOS mechanism (a response tool for the repair of a DNA damagedby the analyte) is
described in a variety of works [11–13, 25, 26]. Other response mechanisms models are
based on transcription of signaling proteins and enzymes [27, 28]. In our research we
are investigating luminescent bioreporters that are basedon the activation of bacterial
luminescence genes (lux) derived from marine luminescent bacteriaVibrio fisheri, all of
them are well-studied mechanisms [29–32].

We use “normally-off”E. coli based bioluminescence biosensors incorporated into
1–100 µL reaction chambers, densely packed on a biochip. SpecialµFluidics on the
biochip are used for translocation of the tested liquid withdifferent concentrations of
Nalidixic Acid (NA) into the reaction chambers. O2 supply, which is vital for bacterial
metabolism and for bioluminescence, is relatively limited. The absence of excess O2

supply makes the biosensors environment “unfriendly” and limiting the light generation
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efficiency.
The implementation of Stage-I of the biosensor Computer Aided Design (bioCAD)

roadmap, see Fig. 1, is demonstrated in this work. The roadmap consists of three stages.
The Stage-I is for bioCAD proof of concept for the whole cellE. coli based biolumines-
cent biosensor. Only the main physiological processes are used in Stage-I. In this stage
most of the reaction and process parameters are taken from the literature or, alternatively,
assumed by some intelligent guess which is appropriate to the physiological mechanism.
The simulated biosensor behavior matches in general the kinetics from the experimental
results and therefore lays the ground to Stage-II.

Reduced physiological model
· Coefficients from the Literature

· Coefficients assumed

Yes

No

Stage I – Proof of Concept

Experiments with
Current

Biosensor

Output Kinetics

Matched?

(in General)

Comprehensive Model
· Coefficients derived from the

experiments

Yes

No

Experiments with
Current

Biosensor

Output Kinetic

Matched?

(Precise)

Stage II – Precise Model

Computer Aided Design
· Biosensor design on a Computer

· Computer Simulations match desired

performance

Stage III – Biosensor Optimization

Genetic
Engineering of

the Biosensor

Fig. 1. Stages for development of computer aided design for bioluminescentE.Coli
based biosensor.

During Stage-II of the roadmap (Fig. 1), the mathematical model should be ex-
panded to a “Comprehensive Physiological Model” while the parameters should be ex-
perimentally measured for the specific biosensor used in theresearch. For the successful
completion of this stage the simulation should match exactly the experimental behavior.
Once completed, the model could be used for the computer aided design to improve the
biosensor performance which is the main part of Stage-III (see Fig. 1).

There is a diversity of factors that could be desired to boostthe performance of
the biosensor. Here a few are mentioned: (i) shortening the response time between
the analytes incursion and the reporting initiation; (ii) increasing the reporting intensity;
(iii) defining a selective response for specific analytes; (iv) adjusting the amplitude of
the reporting response corresponding to the analytes concentration, etc. Design and
simulation of the new biosensor will tremendously reduce the demands for time, labor
and financial resources. Once the desired performance is met, the actual biosensor can
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be built and applied. Next, the bio sensor’s experimental behavior should be compared to
that of the simulation, and the difference between them should be studied. A good model
will yield a reasonable match, yielding a working functional biosensor applicable for
system interfacing. Under other circumstances, it is necessary: (a) to check the physical
implementation of the biosensor and (b) to check the comprehensive physiological model
and repeat the evaluation process until the matching is achieved.

In this section we have presented a diversity of work dealingwith modeling of
various biological processes. However, the complete physiological model of genetically
engineered biosensor based onE. coli, SOS response and luminescence reporting has not
been implemented yet. In the current work we did such an implementation, successfully
validated it, and now it is possible to proceed with the 2nd step toward biosensor computer
aided design development.

2 Biosensor mathematical model

In this work we build the complete model of a genetically engineered bioluminescent
E. coli based biosensor using subsets of equations describing the critical physiological
mechanisms. Note that, as described before, only to the conceptual model is referred to,
where only the rate defining steps are taken into consideration. Simplified models for
those steps have been used.

Those mechanisms are (i) analyte uptake and SOS response; (ii) simplified metabo-
lism regulation model; (iii) simplified O2 consumption; and (iv) light generation process.
All the aforementioned mechanisms have mutual dependency creating a network or a
biological feedback circuit. Activation of each mechanismdepends also on the physio-
logical state of the biosensor. The physiological states ofthe biosensor are described in
the following sub-section.

2.1 Biosensor’s physiological states

The biosensor under investigation referrers to bacteria that are positioned within reactions
chambers on a chip. In this case the biosensors are typicallyenclosed within porous poly-
mer matrix, such as oxide Sol-Gel or agar, and we may assume that mitosis is prohibited.
Therefore, the possible main physiological states are as shown in Fig. 2.

Idle Stress

Analyte

Intervention

Response

Return to

Idle

SOS

Metabolic
Recovery

Cell Death

Stress too

strong

Damage too high

Fig. 2. Physiological states of the biosensor.
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Initially the biosensor is in an “Idle State”. Once analytesare introduced, the inter-
nal machinery of the biosensor is damaged and it becomes under a “Stress” condition.
Following the stress, the sensor enters into a “Recovery State”. In our particular case
the stress is actually DNA damage and hence the “Recovery State” is combined of two
processes: (i) a SOS response and (ii) a “Metabolic Recovery”. If the stress induced injury
is above some threshold level the cell dies, i.e. enters the “Cell Death State”. Otherwise it
generates a reporting response, i.e. enters the “Response State”. The processes of stress,
metabolic recovery and SOS, could continue while the sensoris in the “Response State”.
Once the stress and the recovery processes are completed thesensor returns to the “Idle
State”.

2.2 Analytes uptake dynamics and SOS response activation

In this section the process of analyte uptake by the biosensors and the activation of
the SOS response are shown. First the problem is reduced to a single biosensor. The
model simplification is achieved by assuming uniform distribution of the biosensors and
analytes inside the reaction chamber. Each biosensor is treated as a “reaction center” as
demonstrated in Fig. 3.

Reaction

Center

Reaction

Center

Reaction

Center

Reaction

Center

VRC/b

Lb2b

Nan/b

Lb2b

Analytes
inflow

Fig. 3. Partitioning of the reaction chamber for “Per Bacterium” sub-volumes.

Assuming a reaction chamber with volumeVRC and the biosensor concentration of
Cb, the number of the biosensors inside the reaction chamberNb is:

Nb = VRC · Cb. (1)

We also assume that the average volume of reaction chamber for single biosensor,
VRC/b is:

VRC/b = VRC/Nb = 1/Cb. (2)

In this case, the average distance,Lb2b, between two adjustment biosensors is:

Lb2b = 3

√

VRC/b. (3)
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We assume that the concentration of the introduced analyte is uniform through the
reaction chamber and each biosensor, in average, shares thesame amount of the analyte
molecules. The analytes concentration,Can−ppm, is given in “parts per million” (ppm)
that is equivalent to mg/L. The average number of analyte moleculesNan/b per partition
sub-volume,VRC/b is given by:

Nan/b =
Can−ppm

1000 · MWan
· VA · VRC/b =

Can−ppm

1000 · MWan
· VA · 1/Cb, (4)

whereMWan is a molecular weight of the analyte andNA is an Avogadro number. For
example, for1 ppm of Nalidixic Acid (NA) withMWNA = 232 gr/mole, reaction cham-
ber with volumeVRC = 1 µL, biosensors concentrationCb = 5e5 b/µL, the number of
the NA molecules per volume of reaction chamber utilized by asingle bacterium is:

Nan/b =
1

1000 · 232
· 6 · 1023

·
1

5 · 105
· 106

= 5.17 · 106 Molecules.

The Nalidixic Acid (NA) analyte emulates a group of toxicants that damages the
chromosomal DNA of the bacterium. Note that NA is relativelysafe for humans and,
therefore, preferably used to test the performance of such biosensors; consequently we
selected using NA in our work. The simplified scheme of the NA uptake and SOS process
activation is depicted in Fig. 4.
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DNA
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Fig. 4. NA uptake and chain reactions of the SOS process initialization.

We assume that the analyte transport in the liquid (free or enclosed in a porous
matrix), via diffusion or convection, is not the rate determining factor. For example, taking
the data in the abovementioned test case, the average dimension of the reaction chamber
volume utilized by the biosensor isLb2b = 3

√

1/Cb = 3

√

1/(5 · 105
· 106) · 105 =

12.6 µm. The diffusion coefficients of most water-soluble compounds with low molecular
mass are in the order ofD ∼ 1e − 5 cm2s−1 [24]. Therefore, the average diffusion time
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of such molecules,tb2b is

tb2b ≈
(Lb2b/2)2

D
= 0.15 sec. (5)

The uptake rate of the analyte like NA is faster in few orders of magnitudes than the
resulted reaction (0.15 sec versus minutes). Therefore, the transport of analytes like NA is
not limited by diffusion and it is not taken into consideration. The analytes penetrate into
the bacterium through uptake channels available on the membranes of the biosensor. The
change of NA concentration inside the biosensor is expressed by the following equation:

dNAin

dt
= ktrn−NA · (NAout − NAin)

−
NAin

HNA
− (kGyrA.NA · GyrA · NAinMolar) · (NA · Vb), (6)

wherektrn−NA is a concentration gradient coefficient indicating the percentage of mo-
lecules transported through the cell membrane per second,NAin, NAout are theNA
concentration inside and outside the biosensor correspondingly, HNA is the half life time
of the NA molecule degradation,kGyrA.NA is a constant rate of interaction between
NA and gyrase enzymes whose concentration is marked byGyrA. We also use molar
concentration,NAinMolar that is converted from the number of molecules per bacteria
using the Avogadro numberNA and the bacterium volumeVb:

NAinMolar = NAin/(NA · Vb). (7)

Outside the biosensor the change in NA concentration is as following:

dNAout

dt
= −ktrn−NA · (NAout − NAin) −

NAout

HNA
. (8)

The NA analyte inhibits the gyrase enzymes. The gyrase enzyme is responsible for
unwinding supercoiled DNA during replication. However, when gyrase is attached to the
DNA, but inhibited by NA, it fails to function and DNA lesion is created in that region
[33]. In our model we assume that DNA polymerase enzymes repair the dimers. The
repair is modeled by polymerase motion on the chromosome which causes the removal
of the lesions. We will relate to the lesion’s site as a “DNA dimer”. Once the lesion is
detached and corresponding DNA fragment is repaired, the dimer is removed. The change
in the number of dimers,Ndim, could be expressed as:

dNdim

dt
=

dNdim−gen

dt
−

dNdim−rep

dt
, (9)

wheredNdim−gen and dNdim−rep are the number of dimers generated and repaired
correspondingly. The number of the generated dimers depends on the number of inhibited
gyrase enzymesGyrAinh attached to the chromosomal DNA (GyrAinhDNA). The rate
of damage production is expressed by means of a rate coefficient kdim:

dNdim−gen

dt
= kdim · GyrAinhDNA · NA · Vb. (10)
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The concentration of the inhibited gyrase molecules attached to DNA (GyrAinhDNA)
is mediated by a constantkGyrA.DNA, the gyrase half life timeHGyrA and also decreases
through the dimers repair process:

dGyrAinhDNA

dt
= kGyrA.DNA · GyrAinh

−
GyrAinhDNA

HGyrA
−

dNdim−gen

dt
·

1

Na · Vb
. (11)

The change in the total number of the inhibited gyrase enzymes is a function of the
NA ⇔ gyrase binding coefficientkGyrA.NA:

dGyrAinh

dt
= kGyrA.NA · GyrA · NAinMolar

−
GyrAinh

HGyrA
− kGyrA.DNA · GyrAinh. (12)

The cell can regulate gyrase concentrations [34]. In our model we assume that the
gyrase concentration decreases due to NA inhibition and some effect on transcription. The
gyrase concentration and production rate deviates from their normal values,GyrAnorm,
andTGyrAnorm, respectively. In this case the rate of gyrase production,TGyrA is ac-
celerated. This rate is modeled by the following function ofsome arbitrary coefficients
GyrAmin andPGyrA, and alsoGyrAnorm which was described before.

TGyrA = TGyrAnorm ·

(

GyrAnorm + GyrAmin

GyrA + GyrAmin

)PGyrA

. (13)

Next, we present the change in the gyrase concentration thatdepends on the gyrase
production rateTGyrA, the inhibition of the gyrase by the NA and the half life time
HGyrA:

dGyrA

dt
= TGyrA − kGyrA.NA · GyrA · NAinMolar −

GyrA

HGyrA
. (14)

The dimer removal rate depends on the average distance (in nucleotides) between the
damaged DNA,Ld2d, the velocity of DNA polymerase (DNAP) movement on the DNA,
vs, and the delay,tdim, that takes to repair the damaged part of the DNA:

dNdim−rep

dt
= 2 · kbind · DNAP ·

1

tdim + (Ld2d/vs)
, (15)

where theDNAP is the number of DNA polymerase enzymes in a cell andkbind is a
binding probability of those enzymes to the chromosomal DNA. The coefficient2 that
appears in equation (13) is due to the two replication forks that are moving in opposite
directions at similar rates. The average distance between two dimers is a ratio between

512



Mathematical Modeling of a Bioluminescent E. Coli Based Biosensor

the lengths in nucleotides of chromosomal DNA (LChrDNA) to the current number of
dimers:

Ld2d = LChrDNA/Ndim. (16)

The DNA repair process or SOS response detaches the damaged DNA parts. As
a result, ssDNA fragments are released to cytoplasm. The RecA molecules that are
normally under stable, low concentration bind the ssDNA fragments and are transformed
into protease enzymes with constant ratekprotease. The protease enzymes interacting with
LexA proteins cause the autodigestion of LexA with a constant ratekLexA. The LexA
protein is a direct repressor of thelexA andrecA genes therefore the rate of synthesis of
the LexA and RecA proteins is proportional to the DNA template of thelexA/recA locus
that is free from the repressor [11]. In the absence of the repressor, the LexA production
rate isTLexA and the RecA production rate isTRecA, whileEKLexA andEKRecA are the
corresponding equilibrium constants. The changes in the concentrations of thessDNA,
Protease, LexA andRecA, considering theHssDNA, HProtease, HLexA andHRecA

half life time constants, are expressed by a set of the following equations:

dssDNA

dt
=

dNdim−rep

dt
− kprotease · RecA · ssDNA

−
ssDNA

HssDNA
+

Protease

HPr−dcmp
, (17)

dProtease

dt
= kprotease · RecA · ssDNA −

Protease

HPr−dcmp
−

Protease

HProtease
, (18)

dLexA

dt
=

TLexA

1 + EKLexA
− kLexA · LexA · Protease −

LexA

HLexA
, (19)

dRecA

dt
=

TRecA

1 + EKRecA · LexA
− kprotease · RecA · ssDNA

−
RecA

HRecA
+

Protease

HPr−dcmp
. (20)

We just have shown the SOS process where the kinetics of theLexA protein con-
centration depends on the Nalidixic Acid analyte inducer concentration (Can−ppm). Later
we show how theLexA level influences the intensity of the bioluminescence.

2.3 Metabolism as a function of DNA damage

We found, experimentally, that upon exposure to NA concentration above a certain level,
the initial (background) luminescence activity decreases. Our assumption is that the
DNA damage, that initiates the SOS process, also disturbs the rate of normal-baseline
metabolism. This baseline metabolism is also responsible for the generation of reducing
power and energy molecules like ATP, FMNH2 and NADPH, which we will refer to as
ENRG, (Fig. 5).
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Fig. 5. Energy molecules and DNA polymerase velocity regulation scheme.

In our model we express the ENRG concentration as a function of the number of
dimersNdim using the following arbitrary fitting function:

ENRG = ENRGnorm

(

1

1 + Ndim

)Pdim

, (21)

where,Pdim is a fitting coefficient. The ATP, FMNH2 and NADPH are also necessary
for the light generation process. The ATP is also a driving force for the DNA polymerase.
Therefore, the decrease in ENRG concentration is also reflected in the velocity of DNA
polymerase movement on the DNA also expressed using arbitrary fitting function:

vs = vs−max

(

ENRG

ENRGnorm

)PENRG−v

, (22)

wherePENRG−v is a fitting coefficient andvs−max is the maximal DNA polymerase
velocity. The DNA polymerase promotion velocity influencesthe rate of DNA repair and
ssDNA generation, as described in the SOS section.

2.4 Molecular oxygen consumption

The biosensors described in the current work are encapsulated into the reaction chambers
of the biochip [35]. In the current system configuration, thebiochip is sealed and therefore
a constant oxygen supply is not obtainable. The only the available oxygen for the reaction
is present in the sample to be analyzed. Normal concentration of dissolved oxygen in
water isCO2 given in [mg/L] units. It corresponds to molar concentration of:

CO2−Molar = CO2
/MWO2

, (23)

where,MWO2
is a molecular weight of the molecular oxygen. The number of the O2

molecules per liter,NO2−ltr is:

NO2−ltr = CO2−Molar · NA (24)

and the number of the O2 molecules per bacterium is:

NO2−b = NO2−ltr/Cb, (25)
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We assume that O2 freely diffuse through the bacterial membranes inside and there-
fore the internal O2 concentration is equal to that of the medium of the reaction chamber.
The oxygen consumption by bacterium in an aerobic conditionis KO2−mol, [36] where it
is expressed in [moles/min/cell] units. We transform this into [molecules/sec/cell] units
and getKO2norm:

KO2norm = (KO2−mol · NA)/60. (26)

TheO2 is consumed by the bacterium in two pathways. The first is due to normal
aerobic metabolic activity and the second is due to the bioluminescence reaction. We
assume that bacteria can regulate its level of aerobic-anaerobic activity and decrease the
level of O2 consumption correspondingly to theO2 concentration fitted byPO2uptake

coefficient. Therefore, the change inO2 molecules available per bacterium could be
expressed as follows:

dO2

dt
= −

(

KO2norm

(

O2(t)

NO2−b

)PO2uptake

+
Nphotons(t)

QEluc

)

, (27)

whereNphotons is the number of photons emitted perdt time andQEluc is a quantum
efficiency of the bioluminescence process.

2.5 Bioluminescence generation process

The bioluminescence generation process implements the reporting part of the biosensor.
The detailed description of the process presented in Appendix, while in this section we
implement a simplified model, see Fig. 6(b). Bioluminescence generation occurs due to
the presence of enzymes generated by lux genes and a number of substrates participating
in a “Light Generation Cycle” (LGC), as shown in Fig. 6(a).

The substrates required for the LGC are: (i) energy molecules: ATP , NADPH
andFMNH2 along with (ii) other molecules:O2, H2O and activated fatty acyl groups
(RCO.ACP ). In this work we assume that substrates are in excess, except for energy
molecules andO2.

There are two groups of thelux related enzymes participating in LGC. The first
group is a complex of three enzymes: transferase, synthetase and reductase, presented as
triangular in Fig. 6 with letters “t” “s” and “r” correspondingly. The primary function of
those enzymes is the generation of luciferin from the substrates. The second group con-
sists of single enzyme luciferase, “l”, responsible for thegeneration of the light emission
from the luciferin.

The induction mechanism, indicated by an arrow “Promotion”in Fig. 6(a), is diffe-
rent for each kind of the promoter. For therecA promoter, used in the current work, the
promoter activation is repressed by the LexA protein bound to the recA activation site.
Therefore, the promotion intensity is a function of the LexAprotein concentration in the
cell, described in the SOS sub-section. We represent the promotion intensity,IPr , by the
following expression:

IPr(LexA) = IPr−min +
LexAnorm − LexA

LexAnorm − LexAmin
, (28)
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whereIPr−min is the basic promotion intensity andLexAnorm is a concentration of
LexA for the non-induced state of the biosensor. TheLexAmin is an experimental
parameter taken from the literature [11,37].

Energy Molecules (ENRG)

lux AB CDE

ATPFMNH2 NADPHRCO.ACP

pool

sl rt

Plasmidal DNA

Light Generation Cycle

O2

Promotion

hυ

(light)

RCO.ACP

pool

t

ATP
(ENRG)

RCOOH

NADPH
(ENRG)

sr

FMNH2

(ENRG)

O2

Luciferine

lhυ

(A)

(B)

(a) (b)

Fig. 6. Bioluminescence reporting part of the bacterial biosensor.

The enzymes are generated through plasmidal DNA transcription and then the trans-
lation process. The number of plasmids in the cell,Nplasmids, is controllable during the
biosensor genetical engineering. First, mRNA containingluxABCDE coding sequence
is transcribed with the maximal rate ofTc, multiplied by the number of plasmid copies
and by the promotion intensity factor. The mRNA concentration, considering the mRNA
half-life timeHRNA, is expressed by the following differential equation:

dmRNA

dt
= Nplasmids · IPr(LexA) · Tc −

mRNA

HRNA
. (29)

Next, the enzymes are translated by ribosomes moving on the mRNA patterns with
an enzymes generation rate ofTl. Enzymes, like all protein molecules, are going through
degradation processes and are therefore characterized by adecay rate or half-life time.
The luciferase enzyme is considered as a stable protein withhalf life timeHsp, while the
transferase, synthetase and reductase are unstable proteins with half life time ofHup [38].
The concentrations of the luciferaseEl and reductase, synthetase, transferaseEr,s,t are
expressed by the following differential equations:

dEl

dt
= mRNA · Tl −

El

Hsp
and

dEr,s,t

dt
= mRNA · Tl −

Er,s,t

Hup
. (30)

The simplified LGC, see Fig. 6(b), consists of enzymes, external inputs, interme-
diate products and output as photon emission. The intermediate product Fatty Acid
(or RCOOH), whose concentration is signed byFA, is created by transferaseEt and
luciferaseEl enzymes activity. The Fatty Acid is converted to Luciferine, whose concen-
tration is marked byL, by means of synthetase and reductase enzymesEsr . The con-
version process requires also ATP and NADPH energy molecules, whose concentration is
signed byENRG. Finally, luciferase converts the Luciferine molecule into photon. This
reaction requires also molecular oxygenO2 andFMNH2 energy molecule.
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The change in the concentration of Fatty Acid depends on the reaction constants that
relate to transferase,kt, luciferase,kl and synthetase-reductase,krs, activities and Fatty
Acid half life timeHFA:

dFA

dt
= kt · Et + kl · L · El − krs · FA · Er,s −

FA

HFA
. (31)

The luciferine is generated from the fatty acid in a chain reaction mediated by
synthetase and reductase enzymes and also depends on consumption by luciferase and
the luciferine half life time,Hlcfr:

dL

dt
= krs · FA · Ers − kl · L · El −

L

Hlcfr
. (32)

The kt reaction coefficient relies on reaction constantkt−basic and also treats the
situation where the product is above saturation concentration FAsat:

kt = kt−basic ·
FAsat

FA + FAsat
. (33)

The generated product fatty acid is used as a substrate for luciferine product gen-
eration mediated by synthetase-reductase,krs, reaction coefficient. This coefficient is
expressed through reaction constantkrs−basic, adjusted by substrate saturation concen-
trationFAsat, and availability of the energy molecules:

krs = krs−basic ·
1

FA + FAsat
·

(

ENRG

ENRGnorm

)PENRG

. (34)

The same is for luciferase related reaction coefficientkl, while it is also adjusted by
availability of the molecular oxygen.

kl = kl−basic ·
1

L + Lsat
·

(

ENRG

ENRGnorm

)PENRG

·

(

O2

O2−norm

)PO2

. (35)

The number of the generated photons per unit time is proportional to thekl constant
and number of the luciferine molecules along with luceferase enzyme and quantum effi-
ciency of the light emissionQEluc. The number of the emitted photonsNph is expressed
in the next manner:

Nphotons = (NA · Vb · QEluc · kl · L · El) dt. (36)

We have expressed a photons emission process that depends onLexA, ENRG and
O2 input levels. This section completes the puzzle of modelingthe physiological pro-
cesses of the genetically engineered biosensor described in the current work. Following,
it is shown how this model is implemented as a computational program.
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3 Numerical implementation of the mathematical model

In this section we show an implementation of the biosensor response mathematical model.
First, we show the general technique of the numerical solution using iterations, following
reaction constants and initial conditions are presented, and finally the outcomes of the
simulations are shown.

3.1 Numerical solution by iterations

We implemented the modules of the mathematical model, described in the previous sec-
tion, using numerical method. First, we defined interactionstepdt and a number of
iterations according to the total simulation time requirement Tsim, that is usually no
longer than5 hours. Next, we ran loops? ofnintr iterations:

nintr = Tsim/ dt. (37)

Most equations used in the model are expressed in the form of Ordinary Differential
Equation (ODE):dX(t)/ dt = F (X(t)). In order to implement them numerically, we
calculate the changedX for single iterationi, and the value of theX for next iteration –
X(i + 1):

dX = F
(

X(i)
)

dt,

X(i + 1) = max
(

0, X(i) + dX
)

.
(38)

We have to usemax(0, X(i)+ dX) becauseX represents a concentration or number
of molecules that cannot be negative. The precision of the equations solution, as well as
run time, is a function ofdt value. We found thatdt of 1 sec provides a smooth enough
solution and reasonable run-time (about1, 000 iterations per minute on1.6 GHz PM
processor).

3.2 Experimental inputs, initial conditions, reaction coefficients and variables

For conversion of the mathematical model developed in the previous section we need to
substitute initial conditions and coefficients for the equations presented there. Parts of the
values are available from references. The other part was notfound in references and either
should be experimentally measured or assumed. In this work missing data was estimated
based on expected values and adjusted to yield a good behavior.

In this subsection the values used in the mathematical models are gathered into
the tables. First, the experimental inputs are presented inTable 1. Next, intermediate
variables are gathered into Table 2. Then we put initial conditions used for the variables
into Table 3. After that, we show the fitting coefficients, seeTable 4, and finally, rates of
synthesis, reaction constants and coefficients are placed into Table 5.
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Table 1. Experimental inputs

Variable Description Values Range Typical
VRC Reaction Chamber Volume 0.1 µL : 1 mL 1 µL
Cb Concentration of biosensors 1e4 : 1e7 b/µL 5e5 b/µL
Vb Volume of bacterium 1e − 16 : 5e − 14 L 1e − 15 L
Can−ppm Concentration of analyte in ppm 0 : 1000 mg/L
MWNA Molecular weight of NA analyte 232 g/Mole
D Diffusion coefficients of 1e − 5 cm2/sec

water-soluble compounds
Nplasmids Number of luminescent 1–200 100

plasmids in the cell

Table 2. Variables

Variable Description Units
Nb Number of bacteria inside the reaction chamber bacteria
VRC/b Volume of reaction chamber per bacteria L
Lb2b Distance between two adjacent bacteria µm
Nan/b Number of analyte molecules per volume molecules

utilized by bacterium
MWan Molecular weight of the analyte g/Mole
ktrn−NA Percentage of molecules transported %/∆molecules

though membrane per given concentration gradient
NAout Number of the NA molecules outside bacterium molecules
NAin Number of the NA molecules inside bacterium molecules
NAinMolar Concentration of the NA molecules inside bacterium M
GyrA Gyrase enzyme concentration M
GyrAinh Inhibited Gyrase by NA M
GyrAinhDNA Inhibited Gyrase attached to chromosomal DNA M
TGyrA GyrA production rate M/sec
Ndim Number of dimers on chromosomal DNA dimers
dNdim−gen Number of created dimers per unit time dimers
dNdim−rep Number of repaired dimers per unit time dimers
Ld2d Average distance between dimer to dimer bp
vs−max Velocity of DNA polymerase movement on DNA bp/sec
ssDNA Single Stranded free DNA fragment inside the cell M
RecA RecA protein concentration M
LexA LexA protein concentration M
CO2−Molar Concentration ofO2 in Molars M
NO2−ltr Number ofO2 molecules per liter molecules
NO2−b Number ofO2 molecules available per bacteria molecules
KO2norm Normal consumption ofO2 molecules/sec/cell
O2 Consumption of O2 as function of O2 molecules/sec/cell

concentration and emission intensity
IPr Promotion coefficient of lux genes expression Unitless
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mRNA Concentration of lux genes related mRNA M
El Luciferase enzymes concentration M
Er,s,t Reductase, synthetase, transferase enzymes M
FA Faty Acid concentration M

concentration
L Luciferase concetration M
kt Transferase reaction coefficient as function of FA sec−1

krs Reductase-synthetase reaction coefficient as (M sec)−1

function of FA, and energy molecules
kl Luciferase reaction coefficient as function ofL, (M sec)−1

energy andO2 molecules

Table 3. Initial conditions

Variable Description Value References
GyrAnorm Normal gyrase concentration 1, 000 molecules [39]
GyrAmin Minimal concentration of gyrase

due to regulation
100 molecules Assumption

GyrA(0) Gyrase concentration at time0 GyrAnorm [39]
GyrAinh Inhibited gyrase concentration at

time0
0 M Assumption

GyrAinhDNA Inhibited gyrase attached to DNA at
time0

0 M Assumption

DNAP DNA Polymerase enzymes 20 enzymes [11]
LChrDNA Length of the chromosomal DNA

of E.Coli
4.72e6 bp [11]

RecA(0) RecA concentration at time0 1.8e − 5 M [11]
LexAnorm LexA concentration in non-induced

biosensor
1.45e − 6 M [11]

LexAmin LexA concentration for maximum
induction

1.45e − 7 M [11,37]

LexA(0) LexA concentration at time0 LexAnorm [11]
ssDNA(0) ssDNA concentration at time0 0 M Assumption
Ndim Number of dimemrs at time0 0 Assumption
Protease(0) Protease concentration at time0 0 M Assumption
ENRGnorm Normal concentration of energy

molecules
1e − 3 M Assumption

ENRG(0) Energy Molecules at time0 ENRGnorm Assumption
O2(0) KO2norm 40 amol/(min cell) [36]
mRNA(0) mRNA by lux genes expression at

time0
0 Assumption

El,r,s,t(0) Concentration of lux related en-
zymes at time0

0 Assumption

CO2
Molecular Oxygen (O2) 9.5 mg/L [40]
Tetradecanoyl-ACP (RCO.ACP) In excess Assumption

FA(0) Fatty acid (RCOOH) at time0 0 M Assumption
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L(0) Long-chain aliphatic aldehyde or
lucefirine (RCHO) at time0

0 M Assumption

ENRGnorm Adenosine tro-Phosphate (ATP ) 1e − 3 M Assumption
ENRGnorm Reducing power (NADPH) 1e − 3 M Assumption
ENRGnorm Reduced Flavin mononucleotide

(FMNH2)
1e − 3 M Assumption

Table 4. Fitting coefficients (current work assumptions)

Variable Description Value
PGyrA Gyrase production regulation fitting 1
Pdim Fitting energy molecules concentration versus dimers number 1/4
PENRG−v Fitting velocity of DNA Polymerase versusENRG concentration 1/4
PENRG Fitting enzyme-substrate reaction coefficient requiringENRG molecules 1/4
PO2uptake Fitting O2 consumption regulation 2
PO2

Fitting luciferase reaction coefficient versusO2 concentration 1/4

Table 5. Rates, constants and coefficient

Variable Description Value Reference
NA Avogadro Number 6e23 particles/M
HNA Half life time of the NA molecule 1, 500 sec Assumption
kGyrA.NA Rate of reaction between NA and

gyrase molecules
1 (sec M)−1 Assumption

kdim Rate of DNA damage by attached
inhibited gyrase

0.01 dim/sec/mlcl Assumption

kGyrA.DNA Rate of gysrase molecules attachment
to DNA

0.01 sec−1 Assumption

HGyrA Gyrase half life time 3350 sec Assumption
TGyrAnorm Normal rate of gyrase synthesis 0.2985/(NA Vb) Assumption
kbind Binding probability of DNAP to chro-

mosomal DNA
0.5 Assumption

tdim Time to repair damaged part of the
DNA

10 sec Assumption

vs−max Velocity of DNA polymerase move-
ment on DNA

1e3 bp/sec [11]

kprotease Rate of RecA and ssDNA transforma-
tion to Protease

6.2e3 (sec M)−1 [11]

HssDNA Half life time of ssDNA decomposition 1e − 2 sec−1 Assumption
HProtease Half life time of Protease autodigestion 1e − 3 sec−1 Assumption
HPr−dcmp Half Protease decomposition time 9e − 3 sec−1 [11]
HLexA Half life time of LexA autodigestion 2.18e − 4 sec−1 Assumption
TLexA LexA maximum production rate 2.323e − 8 M/sec Assumption
EKLexA LexA equilibrium constant 5e7 M−1 [11]
HRecA Half life time of RecA autodigestion 2.14e − 5 sec−1 [11]
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TRecA RecA maximum production rate 2.79e − 7 M/sec [11]
EKRecA RecA equilibrium constant 5e8 M/sec [11]
KO2−mol Consumption of O2 in aerobic condi-

tion per bacteria
40 amol/(min cell) [36]

QEluc Photon emission quantum efficiency 2 % [41]
IPr−min Promotion of lux genes expression at

non-induction condition
0.0075 Assumption

Tc Maximal transcription rate of lux
mRNA

2.5e − 10 M/sec [38]

Tl Maximal translation rate of lux related
enzymes

0.25 enz/sec [38]

HRNA mRNA half life time 600 sec Assumption
Hsp Half life time of stable protein 3, 600 sec [38]
Hup Half life time of unstable protein 600 sec [38]
HF A Half life time of Fatty Acid 100 sec Assumption
Hlcfr Half life time of Luciferase 1000 sec Assumption
kt−basic Basic value of transferase - substrate

reaction coefficient
1e2 sec−1 Assumption

krs−basic Basic value of reductase-synthetase –
Fatty Acid reaction coefficient

1e2 sec−1 Assumption

kl−basic Basic value of luciferase – luciferin
reaction coefficient

1e1 sec−1 Assumption

Lsat Saturation concentration for luciferase 1e − 2 M Assumption
FAsat Saturation concentration for fatty acid 1e − 2 M Assumption

3.3 Simulation results

In this section we present results of simulation runs of the mathematical model imple-
mented in this work. We used reaction coefficients and initial conditions mapped in the
previous section. The simulation input was set according tothe experiment presented
in the next section and it corresponds to the typical values in Table 1. The following
concentrations of the NA analyte were used:0 ppm, 0.78 ppm, 3.13 ppm, 12.5 ppm,
25 ppm,50 ppm and100 ppm.

At the first stage the simulation takes the biosensors to the steady state. This steady
state emulates preparation of the biosensors under ideal incubating conditions without
limit in O2, nutrients and absence of toxic materials in the medium. Theprocess lasts
about150 minutes. The luminescence reaches a stable base level making it possible to
pass to the second stage of simulation, where the biosensorsare encapsulated into the
observation chambers without additionalO2 and nutrients supply and are challenged with
various concentrations of the NA analyte.

The simulation results for the second stage are presented inFigs. 7, 8. Each figure
contains sub-plots exhibiting kinetics of components usedin the model. The components
are identified according to the title on the top of the sub-plot. The first, Fig. 7, shows
results of the SOS process; while the second, Fig. 8, demonstrates kinetics of the light
generation cycle. Thex-axis for each sub-plot is time in minutes.
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Fig. 7. Simulation results: SOS process.

Fig. 8. Simulation results: light generation cycle.

523



A. Rabner, E. Martinez, R. Pedhazur, T. Elad, S. Belkin, Y. Shacham

In the next section actual results for the same Nalidixic Acid concentrations, as in
simulations, are presented and compared. The experimentalresults contain only kinetics
of emission intensity versus time. Therefore it is extremely challenging to analyze bottle-
necks for experimental results, while, as could be seen fromthis section, using simulation
is very friendly.

4 Experimental results and discussions

4.1 The experimental setup

The measurements were performed on a Victor-II luminometerby Wallac Inc. using a384
chambers microtiter plate. To avoid cross-lighting, each second chamber was utilized for
the experiment. The working chambers were fully filled by a solution containing Luria
Bertani (LB) medium, bacteria under concentration of5e8 bacteria/mL and different
concentrations of Nalidixic Acid (NA). The working chambervolume is about50 µL,
and therefore included about2.5e7 bacteria. The top of the microtirtle plate was sealed
by a transparent film to avoid oxygen supply (in order to emulate biochip condition).
We used the following NA concentrations:0 ppm, 0.1, 3.13, 12.5, 25, 50, 100 ppm. In
addition, chambers with water only and with water and LB onlywere prepared. Four
repetitions were set up for every NA concentration. The light intensity from the each
reaction chamber was sampled once in3 minutes.

4.2 Experimental results

The experimental results are demonstrated in Fig. 9. The y-axis is the total collected light
intensity in [photons/sec] units and the x-axis is the time since analytes intervention in
minutes. There is an individual curve for each NA concentration. The experiment was
performed during240 minutes similarly to the time of the simulation.

4.3 Discussions

As can be seen, the kinetics of simulation matches quite reasonably the experimental
results (see Fig. 10 and Fig. 9). The biosensors are in Stress, Metabolic Recovery and SOS
states (see Section 2.1) for the first45 minutes. The luminescence intensity reaches the
same order of magnitude1e7 [photons/sec] during the “Response State” and finally the
luminescence activity discards after about180 minutes correspondingly to the reversion
of the biosensor to the “Idle State”. Even though the kinetics as a function of NA
concentration did not match precisely, the main goal of the current work, Stage-I, has
been achieved (see Fig. 1 in Section 1). We still have to note that the quality of results
during the Stage-II can’t be fully estimated. This is due to complexity of the presented
model from one side and simplifications of the biological processes from the other, as
well as possibility of non-unique solutions for the fitting of experimental data.

524



Mathematical Modeling of a Bioluminescent E. Coli Based Biosensor

Fig. 9. Experimental results.

Fig. 10. Simulation results: light intensity vs. NA concentration.

5 Conclusions

In this work we have presented a design of the mathematical model of the response
of a whole cell based biosensor, as well as simulation results generally matching the
simulation. We have defined the three stages for implementation of Biological Computer
Aided Design (bio-CAD) software and successfully fulfilledthe first stage. The com-
pletion of the next two stages would require collaborative work of (i) bio-mathematical
modeling; (ii) molecular biologists; and (iii) engineers.This extremely challenging task,
considering obstacles such as complexity of the model and non-unique solutions for the
inverse problems and may demand10 to 20 man years of R&D. However, once the bio-
CAD software would be available, the development of the whole cell based biosensors
will be boosted in a few orders of magnitude.
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Appendix. Comprehensive model of light generation cycle

In this appendix the information from the prior-works [5, 30, 31, 42] is integrated into
a comprehensive LGC chemical and mathematical model. This process is illustrated in
the chart below. Thelux enzymesEl, Er, Et andEs are generated by corresponding
genesluxAB, C, D, E with the generation rateskAB , kC , kD andkE . Those generation
rates are different to each gene and have units of [M/sec/Pr]. The enzymes are marked
by a triangular shape. The enzymes are also having half life time constantske0.5τ .
The transaction between the reactions compounds are accompanied with the chemical
reaction rate constantkrate (see Table below). Part of the reactions are reversible and
their constants are markedk

−rate correspondingly.
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t
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The names of molecules participating in the LGC are presented in the Table:

Formula Instance Formula Instance
RCO.ACP Tetradecanoyl-ACP RCO.Er.Es Tetradecanoyl Synthe-

saze – Reductase com-
plex

RCO.ACP.Et Tetradecanoyl-ACP-
transferase intrmediate

RCO.Er Tetradecanoyl
Reductase complex

RCO.Et Cleaved Tetradecanoyl NADPH Reducing power
ACP Acyl carrier protein RCHO Luciferine or Aldehide
RCO.H2O.Et Cleaved Tetradecanoyl

intermediate with water
FMNH2O2.El Flavin oxiginated lu-

ciferase intermediate
H2O Water FMNH2O2.

El.RCHO
Flavin oxiginated alde-
hide luciferase interme-
diate

RCO Fatty acid residue FMNH2 Reduced Flavin mono-
nucleotide
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RCOOH Fatty acid FMN Flavin mononucleotide
RCOOH.Es Fatty acid intermediate

with Synthesaze
O2 Molecular Oxygen

RCO.AMP Fatty Acyl-AMP RCHO Long-chain aliphatic
aldehyde or lucefirine

RCO.AMP.
Er.Es

Fatty Acyl-AMP Syn-
thesaze – Reductase
complex
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