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Abstract. In the paper, a two-dimentional discrete limit theorem in the sense of
weak convergence of probability measures in the space of analytic functions for Mellin
transforms of the Riemann zeta-function on the critical line is obtained.
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1 Introduction

Let s = σ + it be a complex variable, and let, as usual,ζ(s) denote the Riemann zeta-
function. The modified Mellin transformZk(s) of |ζ(1

2 + it)|2k, k ≥ 0, is defined, for
σ ≥ σ0(k) > 1, by

Zk(s) =

∞∫

1

∣∣∣∣ζ
(

1

2
+ ix

)∣∣∣∣
2k

x−s dx.

In [1] and [2], discrete limit theorems on the complex plane for the functionsZ1(s) and
Z2(s) were proved. Denote byB(S) the class of Borel sets of the spaceS, and put, for
N ∈ N ∪ {0} = N0,

µN (. . .) =
1

N + 1

∑

0≤m≤N
...

1,

where in place of dots a condition satisfied bym is to be written. Leth > 0 be a fixed
number.
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Theorem 1 ( [1]). Let σ > 1
2 . Then on (C,B(C)) there exists a probability measure Pσ

such that the probability measure

µN

(
Z1(σ + imh) ∈ A

)
, A ∈ B(C),

converges weakly to Pσ as N → ∞.

Theorem 2 ( [2]). Let σ > 5
6 . Then on (C,B(C)) there exists a probability measure Pσ

such that the probability measure

µN

(
Z2(σ + imh) ∈ A

)
, A ∈ B(C),

converges weakly to Pσ as N → ∞.

In [3], a two-dimentional generalization of Theorems 1 and 2was obtained.

Theorem 3( [3]). Suppose that σ1 > 1
2 and σ2 > 5

6 . Then on (C2,B(C2)) there exists a
probability measure Pσ1,σ2

such that the probability measure

µN

((
Z1(σ1 + imh),Z2(σ2 + imh)

)
∈ A

)
, A ∈ B(C2),

converges weakly to Pσ1,σ2
as N → ∞.

Let G be a region on the complex plane. Denote byH(G) the space of analytic
on G functions equipped with the topology of uniform convergence on compacta. Let
D1 = {s ∈ C : 1

2 < σ < 1} andD2 = {s ∈ C : 5
6 < σ < 1}. Then in [1] and [2] discrete

limit theorems forZ1(s) in H(D1) and forZ2(s) in H(D2) were obtained, respectively.

Theorem 4 ( [1]). On (H(D1),B(H(D1))), there exists a probability measure P1 such
that the probability measure

µN

(
Z1(s + imh) ∈ A

)
, A ∈ B

(
H(D1)

)
,

converges weakly to P1 as N → ∞.

Theorem 5 ( [2]). On (H(D2),B(H(D2))), there exists a probability measure P2 such
that the probability measure

µN

(
Z2(s + imh) ∈ A

)
, A ∈ B

(
H(D2)

)
,

converges weakly to P2 as N → ∞.

The aim of this paper is to prove a two-dimentional discrete limit theorem in the
space of analytic functions for the pair(Z1(s),Z2(s)).
Let H = H(D1, D2) = H(D1) × H(D2), and

PN (A) = µN

((
Z1(s1 + imh),Z2(s2 + imh)

)
∈ A

)
, A ∈ B(H).

Theorem 6. On (H,B(H)), there exists a probability measure P such that the probability
measure PN converges weakly to P as N → ∞.
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2 A limit theorem for the integrals over finite interval

Let a > 1 and σ0 > 1
2 be fixed numbers, forx ≥ y, y ≥ 1, definev(x, y) =

exp{−(x
y
)σ0}, and let

Zk,a,y(s) =

a∫

1

∣∣∣∣ζ
(

1

2
+ ix

)∣∣∣∣
2k

x−sv(x, y) dx, k = 1, 2.

For brevity, we put

Za,y(s1, s2, τ) =
(
Z1,a,y(s1 + iτ),Z2,a,y(s2 + iτ)

)
,

and consider the probability measure

PN,a,y(A) = µN

(
Za,y(s1, s2, mh) ∈ A

)
, A ∈ B(H).

Theorem 7. On (H,B(H)), there exists a probability measure Pa,y such that the proba-
bility measure PN,a,y converges weakly to Pa,y as N → ∞.

For the proof of Theorem 7, we will apply a limit theorem on thetorus

Ωa =
∏

u∈[1,a]

γu,

whereγu = {s ∈ C : |s| = 1}
def
= γ for all u ∈ [1, a]. By the Tikhonov theorem, with

the product topology and pointwise multiplication, the torusΩa is a compact topological
Abelian group. On(Ωa,B(Ωa)) define the probability measure

QN,a(A) = µN

((
u−imh : u ∈ [1, a]

)
∈ A

)
.

Lemma 1. On (Ωa,B(Ωa)) there exists a probability measure Qa such that the proba-
bility measure QN,a converges weakly to Qa as N → ∞.

Proof. The lemma is Theorem 5 from [2].

Proof of Theorem 7. Define a functionha,y : Ωa → H by the formula

ha,y({yx : x ∈ [1, a]})

=

( a∫

1

∣∣∣∣ζ
(

1

2
+ ix

)∣∣∣∣
2

x−s1v(x, y)ŷx dx,

a∫

1

∣∣∣∣ζ
(

1

2
+ ix

)∣∣∣∣
4

x−s2v(x, y)ŷx dx

)
,

where

ŷx =

{
yx if yx is integrable over [1,a],

an arbitrary circle integrable over[1, a] function otherwise.
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The functionha,y is continuous, and

ha,y

({
x−imh : x ∈ [1, a]

})

=

( a∫

1

∣∣∣∣ζ
(

1

2
+ix

)∣∣∣∣
2

x−(s1+imh)v(x, y) dx,

a∫

1

∣∣∣∣ζ
(

1

2
+ix

)∣∣∣∣
4

x−(s2+imh)v(x, y) dx

)

= Za,y(s1, s2, mh).

Therefore,PN,a,y(A) = QN,ah
−1
a,y(A) = QN,a(h

−1
a,yA), and the theorem is a conse-

quence of Theorem 5.1 from [4], Lemma 1 and continuity ofha,y.

3 A limit theorem for absolutely convergent integrals

In [1] and [2], it was observed that the integrals

Zk,y(s) =

∞∫

1

∣∣∣∣ζ
(

1

2
+ ix

)∣∣∣∣
2k

x−sv(x, y) dx, k = 1, 2,

are absolutely convergent forσ > 1
2 andσ > 5

6 , respectively. We put

Zy(s1, s2, τ) =
(
Z1,y(s1 + iτ),Z2,y(s2 + iτ)

)

and define the probability measure

PN,y(A) = µN

(
Zy(s1, s2, mh) ∈ A

)
, A ∈ B(H).

Theorem 8. On (H,B(H)), there exists a probability measure Py such that the proba-
bility measure PN,y converges weakly to Py as N → ∞.

Proof. By Theorem 7, the probability measurePN,a,y converges weakly to the measure
Pa,y asN → ∞. First we will prove the tightness of the family of probability measures
{Pa,y} for fixedy.
On a certain probability space(Ω,B(Ω), P), define a random variableθN by

P(θN = hm) =
1

N + 1
, m = 0, 1, . . . , N,

and put

XN,a,y(s1, s2) =
(
XN,a,y,1(s1), XN,a,y,2(s2)

)

=
(
Z1,a,y(s1 + iθN ),Z2,a,y(s2 + iθN)

)
.

Then, by Theorem 7,

XN,a,y(s1, s2)
D

−−−−→
N→∞

Xa,y(s1, s2), (1)
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whereXa,y = Xa,y(s1, s2) is a H-valued random element with the distributionPa,y,

and
D

−−−−→
N→∞

denotes the convergence in distribution.

Now we introduce a metric in the spaceH which induces its topology. Forj = 1, 2, let
{Kjl} be a sequence of compact subsets of the stripDj such that

Dj =

∞⋃

l=1

Kjl,

Kjl ⊂ Kj,l+1, l ∈ N, and if Kj ⊂ Dj is a compact subset, thenKj ⊆ Kjl for some
l ∈ N. Then, forj = 1, 2,

ρj(gj1, gj2) =

∞∑

l=1

2−l
sups∈Kjl

|gj1(s) − gj2(s)|

1 + sups∈Kjl
|gj1(s) − gj2(s)|

,

wheregj1, gj2 ∈ H(Dj), is a metric onH(Dj) which induces its topology of uniform
convergence on compacta. Putting

ρ(g
1
, g

2
) = max

1≤j≤2
ρj(gj1, gj2),

whereg
1

= (g11, g21), g
2

= (g12, g22) ∈ H , we obtain the desired metric inH .
We takeMjl > 0, l ∈ N, j = 1, 2. Then

lim sup
N→∞

P

(
sup

sj∈Kjl

|XN,a,y,j(sj)| > Mjl for at least onej = 1, 2
)

≤ lim sup
N→∞

2∑

j=1

P

(
sup

sj∈Kjl

|XN,a,y,j(sj)| > Mjl

)

= lim sup
N→∞

2∑

j=1

µN

(
sup

sj∈Kjl

|Zj,a,y(sj + imh)| > Mjl

)

≤ lim sup
N→∞

2∑

j=1

1

Mjl

1

N + 1

N∑

m=0

sup
sj∈Kjl

|Zj,a,y(sj + imh)|.

(2)

The integrals forZj,y(s) converge absolutely onDj , thus uniformly on compact subsets
of Dj , j = 1, 2. Hence,

sup
a≥1

lim sup
N→∞

1

N + 1

N∑

m=0

sup
sj∈Kjl

|Zj,a,y(sj + imh)| ≤ Rjl < ∞. (3)

Now we chooseMjl = Rjl2
l+1ε−1, j = 1, 2, l ∈ N, whereε is an arbitrary positive

number. Then from (2) and (3) we deduce

lim sup
N→∞

P

(
sup

sj∈Kjl

|XN,a,y,j(sj)| > Mjl for at least onej = 1, 2
)

≤

2∑

j=1

Rjl

Mjl

=
ε

2l
, l ∈ N.
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This and (1) imply

P

(
sup

sj∈Kjl

|XN,a,y,j(sj)| > Mjl for at least onej = 1, 2
)
≤

ε

2l
, l ∈ N. (4)

Now we set

Kε =
{

(g1, g2) ∈ H : sup
sj∈Kjl

|gj(sj)| ≤ Mjl, j = 1, 2, l ∈ N

}
.

Then the setKε is compact onH , and in view of (4)

P(Xa,y ∈ Kε) ≥ 1 − ε,

or, by the definition ofXa,y,

Pa,y(Kε) ≥ 1 − ε

for all a ≥ 1. Thus, we proved that the family{Pa,y} is tight. Therefore, by the Prokhorov
theorem, see, for example, [4], it is relatively compact. Hence, we have that there exists
a sequence{Pak,y} ⊂ {Pa,y}} such thatPak,y converges weakly to a certain probability
measurePy on (H,B(H)) ask → ∞. In other words,

Xak,y

D
−−−−→
k→∞

Py. (5)

The definition ofZj,a,y(s), and the absolute convergence of the integral forZj,y(s) show
that

lim
a→∞

Zj,a,y(s) = Zj,y(s)

uniformly on compact subsets ofDj, j = 1, 2. Therefore, putting

XN,y = XN,y(s1, s2) =
(
XN,y,1(s1), XN,y,2(s2)

)

=
(
Z1,y(s1 + iθN ),Z2,y(s2 + iθN)

)
,

we find that, for everyε > 0,

lim
a→∞

lim sup
N→∞

P
(
ρ
(
XN,y(s1, s2), XN,a,y(s1, s2)

)
≥ ε
)

= lim
a→∞

lim sup
N→∞

µN

(
ρ
(
Zy(s1, s2, mh),Za,y(s1, s2, mh)

)
≥ ε
)

≤ lim
a→∞

lim sup
N→∞

1

ε(N + 1)

N∑

m=0

(
ρ
(
Zy(s1, s2, mh),Za,y(s1, s2, mh)

)
≥ ε
)

= 0.

This, (1), (5) and Theorem 4.2 of [4] imply that

XN,y

D
−−−−→
N→∞

Py,

or thatPN,y converges weakly toPy asN → ∞. The theorem is proved.
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4 Approximation in the mean

Let, for brevity,

Z(s1, s2, τ) =
(
Z1(s1 + iτ),Z2(s2 + iτ)

)
.

In this section, we approximateZ(s1, s2, mh) byZy(s1, s2, mh) in the mean.

Theorem 9. We have

lim
y→∞

lim sup
N→∞

1

N + 1

N∑

m=0

ρ
(
Z(s1, s2, mh),Zy(s1, s2, mh)

)
= 0.

Proof. In [1] it was obtained that

lim
y→∞

lim sup
N→∞

1

N + 1

N∑

m=0

ρ1

(
Z1(s + imh),Z1,y(s + imh)

)
= 0. (6)

Similarly, in [5] it was proved that

lim
y→∞

lim sup
N→∞

1

N + 1

N∑

m=0

ρ2

(
Z2(s + imh),Z2,y(s + imh)

)
= 0. (7)

Therefore, the assertion of the theorem follows from (6) and(7), and the metricρ as
defined in the proof of Theorem 8.

5 Proof of Theorem 6

We use a method similar to that of the proof of Theorem 9. By this theorem,

XN,y(s1, s2)
D

−−−−→
N→∞

Xy(s1, s2), (8)

whereXy = Xy(s1, s2) is aH-valued random element with the distributionPy .
Let Mjl > 0, l ∈ N, j = 1, 2. Then

lim sup
N→∞

P

(
sup

sj∈Kjl

|XN,y,j(sj)| > Mjl for at least onej = 1, 2
)

≤ lim sup
N→∞

2∑

j=1

P

(
sup

sj∈Kjl

|XN,y,j(sj)| > Mjl

)

= lim sup
N→∞

2∑

j=1

µN

(
sup

sj∈Kjl

|Zj,y(sj + imh)| > Mjl

)

≤ lim sup
N→∞

2∑

j=1

1

Mjl

1

N + 1

N∑

m=0

sup
sj∈Kjl

|Zj,y(sj + imh)|.

(9)
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We have that, forj = 1, 2,

lim sup
N→∞

1

N + 1

N∑

m=0

sup
sj∈Kjl

|Zj,y(sj + imh)|

≤ lim sup
N→∞

1

N + 1

N∑

m=0

sup
sj∈Kjl

|Zj,y(sj + imh) −Zj(sj + imh)|

+ lim sup
N→∞

1

N + 1

N∑

m=0

sup
sj∈Kjl

|Zj(sj + imh)|.

(10)

Since by [1]

lim sup
N→∞

1

N + 1

N∑

m=0

sup
s1∈K1l

|Z1(s1 + imh)| ≪j,l 1,

and by [5]

lim sup
N→∞

1

N + 1

N∑

m=0

sup
s2∈K2l

|Z2(s2 + imh)| ≪j,l 1,

(9), (10) and (6), (7) show that

lim sup
N→∞

P

(
sup

sj∈Kjl

|XN,y,j(sj)| > Mjl for at least onej = 1, 2
)
≤

2∑

j=1

Rjl

Mjl

.

Now takingMjl = Rjl2
l+1ε−1, ε > 0, from this we have that

lim sup
N→∞

P

(
sup

sj∈Kjl

|XN,y,j(sj)| > Mjl for at least onej = 1, 2
)
≤

ε

2l
, l ∈ N.

This together with (8) shows that

P

(
sup

sj∈Kjl

|Xy,j(sj)| > Mjl for at least onej = 1, 2
)
≤

ε

2l
, l ∈ N.

Thus, preserving the notation of Section 3, we obtain that

Py(Kε) ≥ 1 − ε

for all y ≥ 1, that is, the family of probability measures{Py : y ≥ 1} is tight. Hence,
by the Prokhorov theorem, it is relatively compact, and there exists a sequence{Pyk

} ⊂
{Py} such thatPyk

converge to some probability measureP on (H,B(H)) ask → ∞,
or

Xyk
(s1, s2)

D
−−−−→
k→∞

P.

Now this, (8), Theorem 9 and Theorem 4.2 of [4] prove Theorem 6.
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