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Abstract. This paper is devoted to considering a diffusive predator–prey model with Leslie–Gower
term and herd behavior subject to the homogeneous Neumann boundary conditions. Concretely,
by choosing the proper bifurcation parameter, the local stability of constant equilibria of this
model without diffusion and the existence of Hopf bifurcation are investigated by analyzing the
distribution of the eigenvalues. Furthermore, the explicit formula for determining the direction of
Hopf bifurcation and the stability of the bifurcating periodic solutions are also derived by applying
the normal form theory. Next, we show the stability of positive constant equilibrium, the existence
and stability of periodic solutions near positive constant equilibrium for the diffusive model. Finally,
some numerical simulations are carried out to support the analytical results.

Keywords: diffusive predator–prey model, herd behavior, stability, Leslie-Gower term, Hopf
bifurcation.

1 Introduction

A fundamental goal of theoretical ecology is to understand the interactions between dif-
ferent species, and between species and natural environment. Predator–prey model is one
of the important models in ecosystems and has become a subject of intense research
activities. In population dynamics, the functional response refers to the number of prey
eaten per predator per unit time as a function of prey density. Generally, the functional
response can be classified into many different types, such as Holling I–IV types [10,
11, 16, 19], Hassell–Varley type [9], Beddington–DeAngelis type [3, 6], Crowley–Martin
type [5], Leslie–Gower type [13] and so on, and have been proposed and investigated
widely [2, 7, 15, 18, 20, 21, 25, 31, 32].

Recently, predator–prey interactions have been studied for a more elaborated social
model in which the individuals of one population gather together in herds, while the

∗This work was supported by the National Natural Science Foundation of China (Nos. 11602305, 11601522)
and the Fundamental Research Funds for the Central Universities (Nos. 17CX02048, 18CX02045A).

1Corresponding author.

c© 2020 Authors. Published by Vilnius University Press
This is an Open Access article distributed under the terms of the Creative Commons Attribution Licence,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and
source are credited.

mailto:zhangfengrongsong@126.com
https://www.vu.lt/leidyba/en/
https://creativecommons.org/licenses/by/4.0/


20 Y. Li et al.

other one shows a more individualistic behavior. Based on the fact that predator–prey
interactions occur mainly through the perimeter of the herd, a new predator–prey model
described by the following ordinary differential equations (ODEs) was proposed in [1]:

du

dt
= u(1− u)−

√
uv, t > 0,

dv

dt
= γv(−β +

√
u), t > 0,

where u(t) and v(t) stand for the prey and predator densities at time t, respectively. βγ is
the death rate of the predator in the absence of prey; γ is the conversion or consumption
rate of prey to predator. This model is also known as the predator–prey model with herd
behavior, and it has been shown that the sustained limit cycles are possible and the solution
behavior near the origin is more subtle and interesting than the classical predator–prey
models [1, 4].

In paper [23], taking into account the inhomogeneous distribution of the prey and
predators in different spatial locations within a fixed bounded domainΩ ⊂ R at any given
time, and the natural tendency of each species to diffuse to areas of smaller population
concentration, the authors considered the following model:

∂u

∂t
− d1∆u = u(1− u)−

√
uv, (x, t) ∈ (0, π)× (0,∞),

∂v

∂t
− d2∆v = γv

(
−β +

√
u(t− τ)

)
, (x, t) ∈ (0, π)× (0,∞),

ux(0, t) = ux(π, t) = vx(0, t) = vx(π, t) = 0, t > 0,

u(x, t) = φ(x, t) > 0, v(x, t) = ψ(x, t) > 0, (x, t) ∈ [0, π]× [−τ, 0],

subject to the homogeneous Neumann boundary conditions, τ > 0 represents the time
delay, x ∈ (0, π) is the spatial habitat of the two species, ∆ = ∂2/∂x2 is the usual
Laplacian operator, which is used to describe the Brownian motion, d1, d2 > 0 are the
diffusion coefficients of species, β, γ are positive. The authors studied the stability of the
positive equilibria and the existence of Hopf bifurcation induced by diffusion and delay,
respectively. In paper [27], the authors considered the following spatial predator–prey
model with herd behavior:

∂u

∂t
= u(1− u)−

√
uv + ∆u, (x, t) ∈ (0, π)× (0,∞),

∂v

∂t
= v(−sv + c

√
u) + δ∆v, (x, t) ∈ (0, π)× (0,∞).

The authors chose s as bifurcation parameter and obtained complex pattern replication:
spotted pattern, stripe pattern, and coexistence of both were found by numerical simula-
tions, where s is the coefficient of quadratic mortality.

Based on the assumptions in papers [13, 28] that the carrying capacity of the preda-
tor’s environment is assumed to be proportional to the prey abundance, we proposed the
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following model:

ut = u(p− αu)− β
√
uv, t > 0,

vt = sv

(
1− v

u

)
, t > 0,

u(0) = u0 > 0, v(0) = v0 > 0.

(1)

Here the parameters p, s, α, β are positive, p is the birth rate of prey, α is the death
rate of prey, β is the predation coefficient, s is the birth rate of the predator. The term
v/u is called Leslie–Gower term, which was firstly proposed by Leslie and Gower in
papers [12, 13]. Spatial diffusion is ubiquitous and can generate the rich spatiotemporal
dynamics. So, we introduce the spatial diffusion into (1) and have the corresponding par-
tial differential equations (PDEs) of (1) with homogeneous Neumann boundary conditions
as follows:

∂u

∂t
− d1∆u = u(p− αu)− β

√
uv, x ∈ Ω, t > 0,

∂v

∂t
− d2∆v = sv

(
1− v

u

)
, x ∈ Ω, t > 0,

∂u

∂ν
=
∂v

∂ν
= 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x) > 0, v(x, 0) = v0(x) > 0, x ∈ Ω,

(2)

where Ω ⊂ Rn is a smooth and bounded domain, and ν is the outward unit normal
vector of the smooth boundary ∂Ω, ∆ = ∂2/∂x2

1 + ∂2/∂x2
2 + · · · + ∂2/∂x2

n is the
usual Laplacian operator in n-dimensional space x = (x1, x2, . . . , xn), which is used to
describe the Brownian motion,

In fact, there are many papers with herb behavior, such as [17, 22, 27, 29]. In [27], the
authors focused on the quadratic mortality and chose the quadratic mortality coefficient
as bifurcation parameter. In [22], the authors discussed the steady-state bifurcation, that is
to say, bifurcation of the elliptic equations. In [29], the authors investigated the predator–
prey model with herd behavior, prey taxis and linear mortality for predator, while the
authors investigated the predator–prey model with herd behavior, prey taxis and nonlinear
mortality for predator in [17]. The two papers are concerned in the steady-state bifurcation
of the model and point out that prey taxis play an important role in the determination of
dynamics.

In this paper, we concentrate our attention on the dynamics of problems (1) and (2),
such as the stability and analysis of Hopf bifurcation. The paper is organized as follows.
In Section 2, the stability of constant solutions of problem (1) is obtained and the direction
of Hopf bifurcation is also derived by choosing s as bifurcation parameter. The stability of
the positive constant equilibrium of problem (2) and the existence of Hopf bifurcation are
investigated by treating s as bifurcation parameter respectively in Section 3. Numerical
simulations are shown in Section 4. Finally, the conclusions are given in Section 5.

Nonlinear Anal. Model. Control, 25(1):19–35

https://doi.org/10.15388/namc.2020.25.15723


22 Y. Li et al.

2 Hopf bifurcation of ODE

In this section, we analyze problem (1) and derive the stability of constant solutions.
It is easy to see that problem (1) has two constant solutions (p/α, 0) and

(u∗, v∗), where u∗ = v∗ = (β2 + 2pα− β
√
β2 + 4pα)/2α2.

(I) The eigenvalues of (1) at (p/α, 0) are λ1 = −p < 0, λ2 = s > 0. Then
(p/α, 0) is unstable.

(II) At (u∗, v∗), the Jacobian matrix takes the form

J(u∗, v∗) =

(
1
2β
√
u∗ − αu∗ −β

√
u∗

s −s

)
.

The characteristic equation is

ξ2 + ξ

(
s− β

2

√
u∗ + αu∗

)
+
β

2
s
√
u∗ + αsu∗ = 0. (3)

Set

s0 =
β

2

√
u∗ − αu∗. (4)

The two eigenvalues ξ1, ξ2 of (3) satisfy

ξ1 + ξ2 = s0 − s, (5)

ξ1ξ2 =
β

2
s
√
u∗ + αsu∗ > 0. (6)

Obviously, if s0 6 0, i.e., 3β2 6 4αp, then ξ1 + ξ2 < 0, which implies that (u∗, v∗)
is locally asymptotically stable.

Assume that s0 > 0, i.e., 3β2 > 4αp, we shall analyze the Hopf bifurcation occurring
at (u∗, v∗) by treating s as the bifurcating parameter. When s > s0, ξ1 + ξ2 < 0, then
(u∗, v∗) is locally asymptotically stable; when s < s0, ξ1 + ξ2 > 0, then (u∗, v∗) is
unstable; when s = s0, the Jacobi matrix J((u∗, v∗)) has a pair of imaginary eigenvalues
ξ = ±iω(s0). Let ξ(s) = q(s)± iω(s) be the roots of (3), then

q(s) =
1

2
(s0 − s), ω(s) =

1

2

√
4ξ1ξ2 − (ξ1 + ξ2)2,

q′(s)|s=s0 = −1

2
< 0,

(7)

where s0, ξ1 + ξ2 and ξ1ξ2 are defined in (4), (5) and (6), respectively.
By the Poincaré–Andronov–Hopf bifurcation theorem, we know that problem (1)

undergoes a Hopf bifurcation at (u∗, v∗) when s = s0. However, the detailed nature of
the Hopf bifurcation needs further analysis of the normal form of (1). Now we investigate
the direction of Hopf bifurcation and stability of the bifurcating periodic solutions. After
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a change of scale, we change (u∗, v∗) to the origin, and problem (1) is translated into

ut = (u+ u∗)
(
p− α(u+ u∗)

)
− β

√
(u+ u∗)(v + u∗), t > 0,

vt = s(v + u∗)

(
1− (v + u∗)

(u+ u∗)

)
, t > 0.

(8)

Rewrite (8) as (
ut
vt

)
= L0(s)

(
u
v

)
+

(
f(u, v, s)
g(u, v, s)

)
(9)

with

L0(s) =

(
β
2

√
u∗ − αu∗ −β

√
u∗

s −s

)
,

f(u, v, s) =

(
β

8
√
u∗
− α

)
u2 − β

2
√
u∗
uv − β

16u∗
3
2

u3 +
β

8u∗
3
2

u2v + · · · ,

g(u, v, s) = − s

u∗
u2 +

2s

u∗
uv − s

u∗
v2 +

s

u∗2
u3 − 2s

u∗2
u2v +

s

u∗2
uv2 + · · · .

Set

B =

(
1 0
M N

)
with M = (β

√
u∗ − αu∗ − 2q(s))/(2β

√
u∗), N = ω(s)/(β

√
u∗), where q(s) and ω(s)

are defined in (7). By the transformation(
u
v

)
= B

(
x
y

)
,

problem (8) becomes (
ẋ(t)
ẏ(t)

)
= L1(s)

(
x
y

)
+

(
F 1(x, y, s)
F 2(x, y, s)

)
, (10)

where

L1(s) =

(
q(s) −ω(s)
ω(s) q(s)

)
,

F 1(x, y, s) =

[
β(1−4M)

8
√
u∗

− α
]
x2 − Nβ

2
√
u∗
xy +

β(2M−1)

16u∗3/2
x3 +

Nβ

8u∗3/2
x2y + · · · ,

F 2(x, y, s) =
1

Nu∗

[
Mαu∗ − β

8
M(1− 4M)

√
u∗ − s(M − 1)2

]
x2

+
1

2u∗
(
Mβ
√
u∗ + 4s(1−M)

)
xy

− s

u∗
Ny2 +

1

Nu∗3/2

[
s(1−M)2

√
u∗ − βM

16

]
x3

+
1

u∗2

[
2s(M + 1)− β

8
M
√
u∗
]
x2y +

s

u∗
Nxy2 + · · · .
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In order to verify the stability of the periodic solutions, we need to calculate the sign
of α(s0) given by

α(s0) =
1

16

[
F 1

xxx + F 1
xyy + F 2

xxy + F 2
xxx

]
+

1

16ω(s0)

[
F 1
xy(F 1

xx + F 1
yy)

− F 2
xy

(
F 2

xx + F 2
yy

)
− F 1

xxF
2
xx + F 1

yyF
2
yy

]
=

1

16

[
3β(2M − 1)

8(u∗)3/2
+

1

u∗2
(
4s(1 +M)− β

4
M
√
u∗
)]

+
1

16ω(s0)

[
β

8u∗
N
(
8α
√
u∗ − β(1− 4M)

)
− 1

u∗
(
4s(1−M) + βM

√
u∗
)

×
(
αM

N
− βM(1− 4M)

8N
√
u∗

− s(M − 1)2

Nu∗
− sN

u∗

)
− 4

Nu∗

(
β

8
√
u∗

(1− 4M)− α
)

×
(
αMu∗ − β

8
M(1− 4M)

√
u∗ − s(M − 1)2

)]
.

Then we denote that

Λ(s0) = −α(s0)

q(s0)
.

Now, from the Poincaré–Andronov–Hopf theorem, q′(s)|s=s0 = −1/2 < 0 and the
above calculations of α(s0), we obtain the following conclusions:

Theorem 1. For problem (1),

(i) (p/α, 0) is unstable;
(ii) When 3β2 6 4αp, then the unique positive constant solution (u∗, v∗) is locally

asymptotically stable;
(iii) When 3β2>4αp, if s>s0, then (u∗, v∗) is locally asymptotically stable; if s<s0,

then (u∗, v∗) is unstable; if s = s0, problem (1) undergoes a Hopf bifurcation.
Moreover, if α(s0) < 0, the bifurcating periodic solutions are unstable, and the
direction of Hopf bifurcation is subcritical; if α(s0) > 0, the bifurcating periodic
solutions are stable, and the direction of Hopf bifurcation is supercritical.

3 Hopf bifurcation of PDE

In this section, we do analysis of problem (2). Firstly, we analyze the stability of trivial
and nontrivial equilibria.

We know that problems (2) and (1) have the same equilibria. It is well known that sta-
bility can be yielded by eigenvalue analysis, and the matrix of linearization of system (2)
at point (u, v) is

Jk(u, v) =

(
−d1µk + p− 2αu− 1

2β
v√
u

−β
√
u

s v
2

u2 −d2µk + s− 2s vu

)
, (11)
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where k = 0, 1, 2, . . . , µk is the eigenvalue of the following eigenvalue problem:

−∆φ = λφ, x ∈ Ω,
∂φ

∂n
= 0, x ∈ ∂Ω,

and satisfies 0 = µ0 < µ1 6 µ2 6 · · · 6 µk →∞.
For (p/α, 0), we get

TrJk

(
p

α
, 0

)
= s− p− (d1 + d2)µk,

det Jk

(
p

α
, 0

)
= (d1µk + p)(d2µk − s).

It is easy to see that det J0(p/α, 0) = −ps < 0, this means (p/α, 0) is unstable.
Substituting (u∗, v∗) into (11), we have

TrJk(u∗, v∗) = s0 − s− (d1 + d2)µk, (12)

det Jk(u∗, v∗) = (d1µk − s0)(d2µk + s) + sβ
√
u∗. (13)

When s0 6 0, for all k = 0, 1, 2, . . . , TrJk(u∗, v∗) < 0 and det Jk(u∗, v∗) > 0 hold,
which indicates that (u∗, v∗) is locally asymptotically stable. Similarly, when s0 > 0, if
s > s0 and s > d2s0/d1, then (u∗, v∗) is locally asymptotically stable. This indicates
that the possible Hopf bifurcation value exists in the interval s ∈ (0, s0].

In what follows, we shall treat s as a bifurcation parameter and conclude the existence
of Hopf bifurcation. From (12) and (13) we define

T (s, µ) = −(d1 + d2)µ+ s0 − s, (14)

D(s, µ) = d1d2µ
2 + µ(d1s− d2s0) + s

(
αu∗ +

1

2
β
√
u∗
)
, (15)

H =
{

(s, µ) ∈ (0, s0]× (0,∞): T (s, µ) = 0
}
. (16)

Then H is the Hopf bifurcation curve.
Let sH be the possible Hopf bifurcation value. By [8, 26], to identify sH be the Hopf

bifurcation point, we recall the following sufficient conditions:

(A) There exists i ∈ N such that Ti(sH) = 0 and Di(sH) > 0 hold, and as i 6= j,
Tj(sH), Dj(sH) 6= 0, and the unique pair of complex eigenvalues λ(s) = σ(s)±
iω(s) near the imaginary axis satisfy σ′(sH) 6= 0, ω(sH) > 0, where Ti(sH) =
T (sH , µi), Di(sH) = D(sH , µi).

Let T (s, µ) = 0, we can derive s = s0 − (d1 + d2)µ, so s is decreasing with respect
to µ, thus there exists n0 ∈ N such that µ∗ = s0/(d1 + d2) ∈ (µn0

, µn0+1), and for
problem (2), there are n0 + 1 possible Hopf bifurcation points satisfying

s0 = s0
H > s1

H > s2
H > · · · > sn0

H > sH(µ∗) = 0.
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Next, we will show that under some additional conditions, Dj(s
i
H) > 0 holds for

0 6 i 6 n0 and j ∈ N , then we must have Di(s
i
H) > 0 and Dj(s

i
H) 6= 0 for 0 6 i 6 n0

and j ∈ N as required in condition (A).
We apply the technique adopted in [14, 30] and find

Dj(s
i
H) = d1d2µ

2
j + µj

(
d1s

i
H − d2s0

)
− siH(s0 − β

√
u∗ )

> d1d2µ
2
j + µj

(
d1s

n0

H − d2s0

)
− sn0

H (s0 − β
√
u∗ ).

If d1s
n0

H − d2s0 > 0, then Dj(s
i
H) > 0. Otherwise, when d1s

n0

H − d2s0 < 0, we have

Dj(s
i
H) > d1d2µ

2
j + µj

(
d1s

n0

H − d2s0

)
− sn0

H (s0 − β
√
u∗ )

=

(√
d1d2µj +

d1s
n0

H − d2s0

2
√
d1d2

)2

−
(d1s

n0

H − d2s0)2

4d1d2
− sn0

H (s0 − β
√
u∗ )

> −
(d1s

n0

H − d2s0)2

4d1d2
− sn0

H (s0 − β
√
u∗ ).

If (d1s
n0

H + d2s0)2 < 4d1d2β
√
u∗sn0

H , then we also verify Dj(s
i
H) > 0.

Collecting the above analysis and using the monotonicity of T (s, µ) with respect to s,
we have that if i 6= j, Tj(siH) 6= 0 holds, then

σ′(siH) =
1

2
T ′i (s

i
H) = −1

2
< 0, ω(siH) =

√
Di(siH) > 0.

By the Hopf bifurcation theorem in [8, 26], we can conclude the following result.

Theorem 2. For problem (2),

(i) (p/α, 0) is unstable;
(ii) When 3β2 6 4αp, the unique positive constant equilibrium solution (u∗, v∗) is

locally asymptotically stable;
(iii) When 3β2 > 4αp, if s > s0 and s > d2s0/d1, then (u∗, v∗) is locally asymptoti-

cally stable;
(iv) When 3β2 > 4αp, if d1s

n0

H − d2s0 > 0 or (d1s
n0

H + d2s0)2 < 4d1d2β
√
u∗sn0

H

holds, let Ω be a bounded smooth domain so that the spectral set W = {µi}
satisfies

(W) All the eigenvalues µi are simple for i > 0.

Then there exists n0 ∈ N such that sn0

H > sH(µ∗) > sn0+1
H , and for problem (2),

there are n0 + 1 Hopf bifurcation points satisfying

s0 = s0
H > s1

H > s2
H > · · · > sn0

H > sH(µ∗) = 0.

where sjH = sH(µj), j = 0, 1, 2, . . . , n0.
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For every Hopf bifurcation point s = sjH , problem (2) undergoes a Hopf bifurcation,
and the bifurcation periodic orbits near (s, (u, v)) = (sjH , (u

∗, v∗)) can be parameterized
as (s(r), (u(r), v(r))), so that s(r) ∈ C∞ in the form s(r) = sjH + o(r), r ∈ (0, δ) for
small δ, and

u(r)(x, t) = u∗ + raj cos
(
ω(sjH)t

)
φj(x) + o(r),

v(r)(x, t) = v∗ + raj cos
(
ω(sjH)t

)
φj(x) + o(r),

(17)

where ω(sjH) = (Dj(s
j
H))1/2 is the corresponding time frequency, φj(x) is the corre-

sponding spatial eigenfunction, and (aj , bj) is the corresponding eigenvector, that is to
say, [

L(sjH)− iω
(
sjH
)
I
][

(aj , bj)
Tφj(x)

]
= (0, 0)T.

Here Dj(s) = D(s, µj) is defined in (15).
Moreover,
(i) The bifurcating periodic orbits from s = s0 = s0

H are spatially homogeneous,
which coincide with the periodic orbits of the corresponding ODE system;

(ii) The bifurcating periodic orbits from s = sjH are spatially nonhomogeneous, 0 <
j 6 n0.

Remark 1. Comparing Theorem 2 with Theorem 1, we can find that the occurrence of
self-diffusions can cause the change of the number of Hopf bifurcation points, which is
the reason of the introduce of diffusion.

Denote

γ = −
Re(c1(sjH))

Re(λ′(sjH))
, β∗2 = 2 Re

(
c1
(
sjH
))
,

where

c1(sjH) =
i

20

(
g20g11 − 2|g11|2 −

|g02|2

3

)
+
g21

2
.

ω0 = ω(sjH) is the purely imaginary root, and g20, g11, g21, g02 will be given in the
following proof.

Since σ′(sjH) < 0, from Theorem 2.1 in [26], we have

Theorem 3. For system (2),

(i) the direction of Hopf bifurcation at s = sjH is forward (resp. backward) if γ > 0

(resp. < 0), that is, the bifurcating periodic solutions exist for s > sjH (s < sjH ),
j = 0, 1, . . . , n0;

(ii) the bifurcating periodic solutions are orbitally asymptotically stable (resp. unsta-
ble) if β∗2 < 0 (resp. > 0).

Remark 2. The calculation of Re(c1(sjH)) is lengthy, and we will show it in Appendix.

In the following, we get the positivity and long behavior of the solution of model (2).
We first state the following lemma, which will be used later.
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Lemma 1. (See [24].) Let f(s) be a positive C1 function for s > 0, and let d > 0, β > 0
be constants. Further, let T ∈ [0,∞) and w ∈ C2,1(Ω × (T,∞)) ∩ C1,0(Ω × [T,∞))
be a positive function.

(i) If w satisfies

wt − d∆w 6 (>)w1+βf(w)(α− w), (x, t) ∈ Ω × (T,∞),

∂w

∂n
= 0, (x, t) ∈ Ω × (T,∞),

and the constant α > 0, then

lim sup
t→∞

max
Ω

w(·, t) 6 α
(

lim inf
t→∞

min
Ω

w(·, t) > α
)
.

(ii) If w satisfies

wt − d∆w 6 w1+βf(w)(α− w), (x, t) ∈ Ω × (T,∞),

∂w

∂n
= 0, (x, t) ∈ Ω × (T,∞),

and the constant α 6 0, then lim supt→∞maxΩ w(·, t) 6 0.

Proposition 1. By the maximum principle of parabolic equations, for any initial values
(u0(x), v0(x)) > (0, 0), solutions (u(x, t), v(x, t)) of problem (2) are positive.

Following Lemma 1, we can easily derive

Proposition 2. The following statements hold:

lim sup
t→∞

max
Ω

u(·, t) 6 p

α
, lim sup

t→∞
max
Ω

v(·, t) 6 p

α
.

Proof. The proof is so easy, so we omit it here.

4 Numerical simulations and discussion

In this subsection, by using mathematical software Matlab, we show some numerical
simulations to depict our theoretical analysis of the existence of periodic solutions.

For Theorem 1, we obtain a rather complete picture for problem (1). We choose α =
0.2, p = 0.8. Then a series of calculations show that β =

√
4αp/3 = 0.4619. By

Theorem 1, (u∗, v∗) is locally asymptotically stable when β < 0.4619. When β > 0.4619,
if s > s0, then (u∗, v∗) is locally asymptotically stable; if s < s0, then (u∗, v∗) is unstable;
if s = s0, problem (1) undergoes a Hopf bifurcation. We can illustrate our results in
a bifurcation diagram as in Fig. 1.

For problem (1), choose α = 0.225, β = 0.8, p = 0.75, and (u0, v0) = (0.65, 0.525).
Then a series of calculations show that s0 = 0.1746 and (u∗, v∗) = (0.5937, 0.5937),
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Figure 1. Bifurcation diagram in (β, s) parameter space. Here α = 0.2, p = 0.8. The vertical line is:
β = 0.4619. The parabolic curve line is the line s0.
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Figure 2. (a) The positive constant solution (u∗, v∗) of (1) is asymptotically stable, where s = 0.2746 > s0.
(b) The periodic solutions bifurcating from (u∗, v∗) of (1), where s = 0.1746 = s0.

which implies the conditions in Theorem 1 are satisfied. Hence, by Theorem 1, (u∗, v∗)
is locally stable when s > s0. When s = s0, (u∗, v∗) loses its stability, and Hopf
bifurcation occurs, i.e., a family of periodic solutions are bifurcated from (u∗, v∗), the
periodic solutions are depicted in Fig. 2.

For problem (2), choose Ω = (0, π), d1 = 1, d2 = 0.8, α = 0.5, β = 0.8, p = 0.5,
and (u0, v0) = (0.17+0.1 cosx, 0.17+0.1 cosx). Then a series of calculations show that
s0 = 0.0767 and (u∗, v∗) = (0.2310, 0.2310), Re c1(s0

H) = Re c1(s0) = −29.9663 < 0,
which implies the conditions in Theorem 2 are satisfied. Hence, by Theorem 2, (u∗, v∗)
is locally stable when s > s0. When s = s0, (u∗, v∗) loses its stability and Hopf
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(a) (b)

Figure 3. The homogeneous positive constant solution (u∗, v∗) of (2) is asymptotically stable, where s0H =
0.1767 > s0: (a) component u, (b) component v.

(a) (b)

Figure 4. The homogeneous periodic solutions bifurcate from (u∗, v∗) of (2), where s0H = 0.0767 = s0,
and the periodic solutions are stable, and the direction of Hopf bifurcation is backward: (a) component u,
(b) component v.

bifurcation occurs, i.e., a family of periodic solutions are bifurcated from (u∗, v∗), the
periodic solutions are depicted in Figs. 3 and 4.

For both Figs. 3 and 4, the simulations were done with the same initial condition
(u0, v0) = (0.17 + 0.1 cosx, 0.17 + 0.1 cosx), and finite difference method was used to
discretize the spatial and time domains with spacial step size dx = 0.314 and the time
step size t = 0.5, and the iteration number is H = 1000. To show the stabilization and
periodic property by time series, the numerical simulations are also given by increasing
simulation time to 2500 in Figs. 5 and 6 corresponding to Figs. 3 and 4, respectively.
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Figure 5. The homogeneous positive constant solution (u∗, v∗) of (2) is asymptotically stable by time series,
where s0H = 0.1767 > s0: (a) component u, (b) component v.
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Figure 6. The homogeneous periodic solutions bifurcate from (u∗, v∗) of (2) by time series, where s0H =
0.0767 = s0: (a) component u, (b) component v.

5 Conclusions

In this paper, the dynamics of a diffusive predator–prey model with Leslie–Gower term
and herd behavior are studied under the homogeneous Neumann boundary conditions.
Firstly, by choosing the appropriate bifurcation parameter, the stability of the constant
solutions of ODEs and the existence of Hopf bifurcation are discussed by analyzing the
corresponding characteristic equation. Especially, the results determining the stability
of bifurcating periodic solutions and the direction of Hopf bifurcation are derived by
the normal form theory. Then, in order to investigate the influence of diffusion coeffi-
cients, the stability of positive constant equilibrium of PDEs and the existence of Hopf
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bifurcation are also presented, and conclude that both the spatially homogeneous and
nonhomogeneous bifurcating periodic solutions can arise under suitable conditions. Fi-
nally, numerical simulations illustrate the above theory results. In addition, we find from
Theorems 1 and 2 that the diffusion coefficients can cause the change of the number of
Hopf bifurcation points, which is one of the most exciting features in the ecosystem.
Obviously, the emergence of spatially nonhomogeneous periodic solutions is also due to
the effect of diffusion.

Acknowledgment. The authors would like to thank the referee for his/her valuable
comments and suggestions.

Appendix: Direction of Hopf Bifurcation

For simplicity of calculation, in this appendix, we calculate Re(c1(s0
H)), where s0

H = s0.
We choose

q =

(
1,
s0
H − iω0

β
√
u∗

)T

, q∗ =

(
is0
H + ω0

2ω0lπ
,
−iβ
√
u∗

2ω0lπ

)T

,

where

ω0 = ω(s0
H) =

√
s0
H

(
β
√
u∗ − s0

H

)
.

It is straightforward to compute that

fuu =
β
√
u∗

4
− 2α, fuv = − β

2
√
u∗
, fvv = 0,

fuuu = − 3β

8u∗
√
u∗
, fuuv =

β

4u∗
√
u∗
, fuvv = 0, fvvv = 0,

guu = −2s0
H

u∗
, guv =

2s0
H

u∗
, gvv = −2s0

H

u∗
,

guuu =
6s0
H

u∗2
, guuv = −4s0

H

u∗2
, guvv =

2s0
H

u∗2
, gvvv = 0

and

c0 =
β
√
u∗

4
− α− β

2
√
u∗

+ i
ω0

u∗
,

d0 = 3α+
4α2
√
u∗

β
− 4α

u∗
+

4α3u∗

β2
− 4α

β
√
u∗
− i

2ω0

βu∗

(
β

2
− 2α2u∗

β

)
,

e0 =
β
√
u∗

4
− α− β

2
√
u∗
, f0 =

2α2
√
u∗

β
− β

2
√
u∗
,

g0 = fuuu + fuuv(2b0 + b0) = − 3α

4u∗
,
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h0 = guuu + guuv(2b0 + b0) + guvv
(
2|b0|2 + b20

)
=

α

u∗
− 4α2

β
√
u∗

+
1

βu∗
√
u∗
− 4α3

β2
− iω0

(
1

u∗2
+

4α2

β2u∗
− 4α

βu∗
√
u∗

)
,

and

〈q∗, Qqq〉 = lπ(a∗0c0 + b∗0d0), H11 = Qqq̄ − 〈q∗, Qqq̄〉q − 〈q∗, Qqq̄〉q̄ = 0,

〈q∗, Qqq̄〉 = lπ(a∗0e0 + b∗0f0), H20 = Qqq − 〈q∗, Qqq〉q − 〈q∗, Qqq〉q = 0,

〈q∗, Cqqq̄〉 = lπ(a∗0g0 + b∗0h0),

which implies that W11 = W20 = 0. Hence,

Re
(
c1
(
s0
H

))
= Re〈q∗, Qw11q〉+

1

2
Re〈q∗, Cqqq̄〉+

1

2
Re〈q∗, Qw20q̄〉

+ Re

(
i

2w0
〈q∗, Qqq〉 · 〈q∗, Qqq̄〉

)
= Re

(
1

2
〈q∗, Cqqq̄〉+

i

2w0
〈q∗, Qqq〉 · 〈q∗, Qqq̄〉

)
= Re

{
lπ

2
(a∗0g0 + b∗0h0) +

l2π2i

2w0
(a∗0c0 + b∗0d0)(a∗0e0 + b∗0f0)

}
= − 19α

16u∗
+

β

4u∗
√
u∗

+
α2

β
√
u∗

+

(
(s0
H)2

4ω2
0

− 1

4

)
e0 Im c0

2ω0
+
s0
H Re c0
2ω0lπ

− β
√
u∗

8ω3
0

(
ω0(f0 Re c0 + e0 Re d0) + s0

H(f0 Im c0 + e0 Im d0)
)

+
β2u∗f0 Im d0

8ω3
0

.
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