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Abstract. In the paper the two-dimensional elliptic equation with integral boundary conditions is
solved by finite difference method. The main aim of the paper is to investigate the conditions for the
convergence of the iterative methods for the solution of system of nonlinear difference equations.
With this purpose, we investigated the structure of the spectrum of the difference eigenvalue
problem. Some sufficient conditions are proposed such that the real parts of all eigenvalues of the
corresponding difference eigenvalue problem are positive. The proof of convergence of iterative
method is based on the properties of the M-matrices not requiring the symmetry or diagonal
dominance of the matrices. The theoretical statements are supported by the results of the numerical
experiment.
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1 Introduction and problem formulation

In this paper, we will consider the nonlinear elliptic equation

∂2u

∂x2
+
∂2u

∂y2
= f(x, y, u), (x, y) ∈ Ω = {0 < x < 1, 0 < y < 1}, (1)
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with integral boundary conditions

u(0, y) =

1∫
0

α(x)u(x, y) dx+ µ1(y), 0 6 y 6 1, (2)

u(1, y) =

1∫
0

β(x)u(x, y) dx+ µ2(y), 0 6 y 6 1, (3)

and Dirichlet boundary conditions at the points of the remaining two sides of the rectan-
gle Ω

u(x, 0) = µ3(x), u(x, 1) = µ4(x), 0 6 x 6 1. (4)

The boundary value problems for elliptic equations with nonlocal conditions as some
elementary generalization of classical boundary value problems were formulated in [5,8].

On the other hand, many papers were published on the nonlocal boundary value
problems for various types of equations as mathematical models of some physical phe-
nomena related to plasma physics, heat transfer, thermoelasticity, chemical diffusion,
underground water flow, biochemistry, population dynamics, etc. (see, e.g., [12] and
references therein).

Both facts motivated active investigation of numerical methods for elliptic equations
with nonlocal conditions. As a consequence, the numerical methods for linear and non-
linear elliptic equations with various nonlocal conditions were intensively investigated
during past two decades. The numerical methods for linear two-dimensional elliptic equa-
tion with Bitsadze–Samarskii and multipoints nonlocal conditions were investigated in the
papers [13, 28, 32].

The existence and uniqueness of a solution in the corresponding Sobolev spaces for
a multidimensional elliptic equation with two integral boundary conditions

ξ1∫
0

u(x, y) dy = 0,

1∫
ξ2

u(x, y) dy = 0, x = (x1, x2, . . . , xn), (5)

were proved in [4]. The radial basis function collocation technique for the solution of
such problem was presented in [18]. The convergence of finite difference method for the
two-dimensional elliptic equation with condition (5) was proved in [7].

The nonlocal boundary conditions (2), (3) for the first time were formulated in [10,11]
for the parabolic equation with application to thermoelasticity and thermodynamics.

The integral conditions in the form of (2), (3) are used by many authors considering
nonlocal problems, also for differential equations of other types: for hyperbolic equations
[16], equations with fractional derivatives [17], problems with complex parameter in the
equation or nonlocal condition [23].

Also there are few papers in which problem (1)–(4) is considered with only one
nonlocal condition, usually under presumption α(x) = 0 or β(x) = 0. Thus, in the
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paper [2] the following problem

−d2u(t)

dt2
+Au(t) = f(t), 0 < t < 1,

u(0) = ϕ, u(1) =

1∫
0

ρ(λ)u(λ) dλ+ Ψ

was investigated. A is self-adjoint positive define multidimensional elliptic operator.
The second order of the accuracy difference scheme for the approximate solution of

this nonlocal boundary value problem is presented under the assumption

1∫
0

∣∣ρ(λ)∣∣ dλ < 1. (6)

In many papers for the elliptic equation the multipoint nonlocal condition (usually
one, not two)

u(1, y) =

m∑
k=1

αku(ξk, y) + η(y) (7)

instead of two integral conditions (2), (3), where 0 < ξ1 < ξ2 < · · · < ξm < 1, is
used. This condition sometimes is called as generalized condition of Bitsadze–Samarskii
because it generalizes in some sense the simplest Bitsadze–Samarskii condition u(1, y) =
αu(ξ, y), 0 < ξ < 1.

Essentially, condition (7) is a discrete analogue of condition (3). Considering dif-
ference schemes for the elliptic equation with nonlocal condition (7), many authors use
the same assumptions for the coefficients αk as for the functions α(x), β(x) in integral
conditions (2) and (3).

In the paper [1] the well-posedness of the second order of accuracy difference scheme
for the elliptic equation is established under the assumption

m∑
k=1

|αk| < 1. (8)

Analogous result for an inverse problem of multidimensional elliptic equation with
nonlocal condition (7) is proved in [3] under the assumption

m∑
k=1

αk = 1, αk > 0. (9)

In [6] the slightly modified assumption
m∑
k=1

|αk|
√
ξk 6 ρ < 1, (10)

which is sometimes more effective than other analogous assumptions, is used.
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One more assumption
m∑
k=1

αk + |αk|
2

6 1 (11)

is presented in [14]. This assumption could be interpreted in a following way. If all the
coefficients are nonnegative (αk > 0), then (11) and (8) coincide. But if a part of the
coefficients are negative (αk < 0), there is no limitation for them, and the sum of positive
coefficients must not exceed one. With this assumption, the convergence of the difference
scheme of the second order of accuracy is proved.

In the paper [29], several iterative methods for the solution of the system of difference
equations approximating problem (1)–(4) are presented when

β(x) = 0, α(x) > 0,

1∫
0

α(x) dx 6 ρ < 1. (12)

Also we note that assumptions (6), (12) for the functions α(x) and ρ(λ) and assump-
tions (8)–(11) for the coefficients αk are only sufficient, but not the necessary conditions
for the statements proved in the papers would be right.

The convergence of the difference schemes is a very important issue for any dif-
ferential equation with nonlocal conditions. However, in the case of nonlinear elliptic
equations, there is one more important task. It is necessary to consider how to solve
the system of nonlinear difference equations. Usually, some iterative methods must be
applied for this purpose. However, there are comparably not many papers in which the
iterative methods for the difference systems with nonlocal conditions were investigated
(see, e.g., [22, 29] and references therein).

In [25] the Poisson equation with the variable α(x) and β(x) expressions in conditions
(2), (3) is solved by the Peaceman–Rachford alternating direction method. The functions
α(x) and β(x) are selected in a way that all the eigenvalues of respective difference
operators would be positive. That guaranties the convergence of the method.

Nonlinear elliptic equation (1) with the nonlocal conditions (2), (3) in which α(x) =
const, β(x) = const is solved in [26] by alternating direction method.

At the present time, it is not clear, where the assumptions, under which the conver-
gence of difference schemes can be proved, are sufficient also for the convergence of some
iterative methods. As far as authors know, that problem has not been investigated earlier.

It is important to emphasize that in most cases of elliptic equations with nonlocal
conditions in the form of (2), (3) the matrix of difference problem under some assumption
to functions α(x) and β(x) has the properties appropriate for the M-matrices [22, 29].
Based on this property, it is possible to prove the convergence of many iterative methods
[22].

Further, during some last years, the stability and convergence of difference schemes
for some parabolic and elliptic equations with nonlocal conditions were investigated using
the properties of the M-matrices [9, 15, 27]. We note that applications of the M-matrices
for the elliptic and parabolic equations with Dirichlet boundary conditions have been
described by Varga [30].
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So, it is possible to state that the M-matrices theory is the appropriate methodology
for other theoretical aspects of difference scheme in the case of nonlocal conditions, in
particular, conditions in the form (2), (3).

The main aim of the present paper is to investigate when the matrix of the difference
problem approximating problem (1)–(4) is an M-matrix with the weaker or more general
assumptions for the coefficients α(x) and β(x) in comparison with the known assump-
tions (9)–(12). In the paper, using the properties of M-matrices, the new algorithm for the
solution of the system of difference equations is provided.

The structure of the paper is following. In Section 2 the difference problem is formu-
lated and rewritten in matrix form. The corresponding difference eigenvalue problem is
considered in Section 3. Taking into apart, in this section the conditions, under which for
all eigenvalues of difference operator the condition Reλ > 0 is satisfied, are obtained. In
Section 4 the iterative methods for the solution of the system of nonlinear difference
equations with nonlocal conditions are investigated. Results of numerical experiment
supplementing the theoretical investigation are provided in Section 5. In Section 6 the
generalizations and conclusions are formulated.

2 A difference problem

The boundary value problem with nonlocal conditions (1)–(4) is solved by the finite
difference method. By this aim we provide that the unique, sufficiently smooth solution
of this problem exists.

We define the finite difference operators

δ2xuij =
ui−1,j − 2uij + ui+1,j

h2
, δ2yuij =

ui,j−1 − 2uij + ui,j+1

h2
,

where h = 1/N ; N—integer. The difference problem approximating differential prob-
lem (1)–(4) is as follows:

δ2xuij + δ2yuij = fij(uij), i, j = 1, 2, . . . , N − 1, (13)

u0j = h

(
α0u0j + αNuNj

2
+

N−1∑
i=1

αiuij

)
+ µ1j , j = 1, 2, . . . , N − 1, (14)

uNj = h

(
β0u0j + βNuNj

2
+

N−1∑
i=1

βiuij

)
+ µ2j , j = 1, 2, . . . , N − 1, (15)

ui0 = µ3i, uiN = µ4i, i = 1, 2, . . . , N. (16)

We assume the following hypotheses are right:

(H1) 0 6 m0 6 ∂f/∂u 6 m1 for all the values (x, y) ∈ Ω and u;
(H2) Functions α(x) and β(x) are nonnegative and bounded: 0 6 α(x) 6 M1,

0 6 β(x) 6M2;
(H3) The grid step h is sufficiently small, i.e., hM1 6 1/2, hM2 6 1/2.

https://www.journals.vu.lt/nonlinear-analysis
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We write down the system of difference equations (13)–(16) in the matrix form. For
this purpose, for every fixed value j = 1, 2, . . . , N − 1, we express from conditions (14),
(15) as two equations system the unknowns u0j and uNj via other unknowns uij , i =
1, 2, . . . , N − 1:

u0j = h

N−1∑
i=1

α̃iuij + µ̃1j , uNj = h

N−1∑
i=1

β̃iuij + µ̃2j , (17)

where

α̃i =
αi +

h
2 (αNβi − αiβN )

D
, β̃i =

βi +
h
2 (αiβ0 − α0βi)

D
, (18)

D = 1− h

2
(α0 + βN ) +

h2

4
(α0βN − αNβ0),

µ̃1j =
µ1j +

h
2 (αNµ2j − βNµ1j)

D
, µ̃2j =

µ2j +
h
2 (β0µ1j − α0µ2j)

D
.

Lemma 1. If hypotheses (H2) and (H3) are true, then α̃i > 0, β̃i > 0.

Proof. First, it will be observed that D 6= 0. Indeed, if (H2) and (H3) are true, then

D =

(
1− hα0

2

)(
1− hβN

2

)
− hαN

2

hβN
2

>

(
1− hM1

2

)(
1− hM2

2

)
− hM1

2

hM2

2

= 1− h

2
(M1 +M2) > 0.

So, formulas (18) always have sense. Further, α̃i > αi(1−hβN/2)/D > 0. Analogously,
β̃i > βi(1− hα0/2)/D > 0.

Remark 1. If the conditions of Lemma 1 are fulfilled, then

α̃i = αi +O(h), β̃i = βi +O(h).

We put expressions (17) into difference equations (13) as i = 1 and i = N − 1. Then
we get

h−2

(
h

N−1∑
i=1

α̃iuij − 2u1j + u2j

)
+ δ2yu1j = f1j(u1j)− h−2µ̃1j ,

δ2xuij + δ2yuij = fij(uij), i = 2, 3, . . . , N − 2; j = 1, 2, . . . , N − 1,

h−2

(
uN−2,j − 2uN−1,j + h

N−1∑
i=1

β̃iuij

)
+ δ2yuN−1,j

= fN−1,j(uN−1,j)− h−2µ̃2j ,

ui0 = µ3i, uiN = µ4i.

(19)
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So, the system of finite difference equation (13)–(16) in which there are (N + 1) ×
(N−1) unknowns uij , i = 0, 1, . . . , N , j = 1, 2, . . . , N−1, is written in other equivalent
form. This is system (19) in which there are (N−1)2 unknowns uij , i, j = 1, 2, . . . , N−1,
and explicit formulas (17) for unknowns u0j , uNj , j = 1, 2, . . . , N − 1.

We rewrite the system of difference equations (19) in matrix form

Au+ f(u) = ϕ, (20)

where A is matrix of the order (N − 1)2, f(u) and ϕ are vectors of the order (N − 1)2.
Vector f(u) is formed from the components fij(uij), and vector ϕ—from the values of
µ̃1j , µ̃2j , µ3i and µ4i. We do not express the value of ϕ because it will not be used further.

Matrix A is formed as follows:

A = Λ− C,

where Λ is the square matrix of order (N − 1)2 corresponding to a difference operator
−δ2x− δ2y in the rectangular domain with the Dirichlet-type homogeneous boundary value
conditions. Matrix C consists of multipliers hα̃i or hβ̃i of unknowns uij in the equations
of system (19). More exactly, C is a block matrix

C = diag(C1, C1, . . . , C1), (21)

where

C1 =
1

h2


hα̃1 hα̃2 . . . hα̃N−1

0 0 . . . 0
. . . . . . . . . . . .
0 0 . . . 0

hβ̃1 hβ̃2 . . . hβ̃N−1

 .

The number of blocks of matrix C and order of matrix C1 are N − 1.
Matrix A = Λ− C, taking into account the expressions of Λ and C, could be written

also in other form:

A =


Λx+2h−2I −h−2I
−h−2I Λx+2h−2I −h−2I

. . . . . . . . .
−h−2I Λx+2h−2I −h−2I

−h−2I Λx+2h−2I

 , (22)

where I is an identity matrix of order (N − 1),

Λx =
1

h2


2−hα̃1 −1−hα̃2 −hα̃3 . . . . . . −hα̃N−2 −hα̃N−1

−1 2 −1 . . . . . . 0 0
0 −1 2 . . . . . . 0 0
. . . . . . . . . . . . . . . . . . . . .
0 0 . . . . . . −1 2 −1
−hβ̃1 −hβ̃2 −hβ̃3 . . . −hβ̃N−3 1−hβ̃N−2 2−hβ̃N−1

. (23)
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Now we consider the eigenvalue problem

Au = λu (24)

for the matrix A that is necessary for the further investigation of the systems of nonlinear
equations (19) or (20).

3 An eigenvalue problem of matrix A

We start from the difference eigenvalue problem

δ2xuij + δ2yuij + λuij = 0, i, j = 1, 2, . . . , N − 1, (25)

u0j = h

(
α0u0j + αNuNj

2
+

N−1∑
i=1

αiuij

)
, j = 1, . . . , N − 1, (26)

uNj = h

(
β0u0j + βNuNj

2
+

N−1∑
i=1

βiuij

)
, j = 1, . . . , N − 1, (27)

ui0 = 0, uiN = 0, i = 1, . . . , N − 1. (28)

We take this problem in matrix form. With this purpose, we express u0j and uNj from
conditions (26), (27):

u0j = h

N−1∑
i=1

α̃iuij , uNj = h

N−1∑
i=1

β̃iuij , (29)

where α̃i and β̃i are defined by formulas (18). Putting these expressions of u0j and uNj
into equation (25) as i = 1 or i = N−1, we get (24), whereA is defined by formula (22).
So, we get an important conclusion:

Corollary 1. Difference eigenvalue problem (25)–(28) is equivalent to the eigenvalue
problem for the matrix A.

Using the Fourier method, we separate variables in (25)–(28)

uij = viwj , i, j = 0, 1, . . . , N.

Putting the expression of these unknowns into (25)–(28), analogously as in [24], we
obtain two one-dimensional problems:

δ2xvi + µvi = 0, i = 1, 2, . . . , N − 1,

v0 = h

(
α0v0 + αNvN

2
+

N−1∑
i=1

αivi

)
,

vN = h

(
β0v0 + βNvN

2
+

N−1∑
i=1

βivi

) (30)

Nonlinear Anal. Model. Control, 26(4):738–758, 2021
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and
δ2ywj + ηwj = 0, j = 1, 2, . . . , N − 1,

w0 = wN = 0.
(31)

For the eigenvalues λ of problem (25)–(28), the following equality is true:

λkl = µk + ηl, k, l = 1, 2, . . . , N − 1. (32)

For the corresponding eigenvectors, we have

ukl =
{
uklij
}
=
{
vki w

l
j

}
, i, j, k, l = 1, 2, . . . , N − 1,

where i and j are the numbers of vectors coordinates, and k and l are numbers of eigen-
vectors.

The solution of eigenvalue problem (31) is known [19]:

ηl =
4

h2
sin2

lπh

2
, l = 1, 2, . . . , N − 1,

wl =
{
wlj
}
= {c · sin lπhj}, l, j = 1, 2, . . . , N − 1.

We rewrite problem (30) in matrix form analogously for problem (25)–(28). We ex-
press from nonlocal conditions of problem (30)

v0 = h

N−1∑
i=1

α̃ivi, vN = h

N−1∑
i=1

β̃ivi,

where α̃i and β̃i are defined, as earlier, by formulas (18).
Substituting these expressions into first equation of (30) as i = 1 and i = N − 1, we

get
Λxv = µv, (33)

where Λx is defined by formula (23), v = {vi}, i = 1, 2, . . . , N − 1.
Together with eigenvalue problem (30) or (33), we consider another problem as

α(x) = γ1, β(x) = γ2:

vi−1 − 2vi + vi+1

h2
+ µ(0)vi = 0, i = 1, 2, . . . , N − 1,

v0 = γ1h

(
v0 + vN

2
+

N−1∑
i=1

vi

)
, vN = γ2h

(
v0 + vN

2
+

N−1∑
i=1

vi

)
.

(34)

This problem could be written in matrix form as follows:

Λ(0)
x v = µ(0)v,

https://www.journals.vu.lt/nonlinear-analysis
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where

Λ(0)
x =

1

h2


2− hα̃ −1− hα̃ −hα̃ −hα̃ · · · −hα̃ −hα̃
−1 2 −1 0 · · · 0 0
0 −1 2 −1 · · · 0 0
· · · · · · · · · · · · · · · · · · · · ·
−hβ̃ −hβ̃ −hβ̃ −hβ̃ · · · −1− hβ̃ 2− hβ̃

 (35)

and
α̃ =

γ1

1− h
2 (γ1 + γ2)

, β̃ =
γ2

1− h
2 (γ1 + γ2)

. (36)

We define auxiliary block-tridiagonal matrix

A(0) =


Λ0
x+2h−2I −h−2I 0 · · · 0 0

−h−2I Λ
(0)
x +2h−2I −h−2I · · · 0 0

· · · · · · · · · · · · · · · · · ·
0 0 0 · · · Λ

(0)
x +2h−2I −h−2I

0 0 0 · · · −h−2I Λ
(0)
x +2h−2I

 ,

where Λ(0)
x is defined by formula (35). It is evident that A(0) is the matrix of difference

eigenvalue problem (25)–(28) with α(x) = γ1, β(x) = γ2.
Now we need a few properties of M-matrices.

Definition 1. (See [31].) A real square matrix A = {akl}, k, l = 1, 2, . . . , n, with
akl 6 0 for all k 6= l is called an M-matrix if A−1 is nonsingular and all elements of A−1

are nonnegative.

It follows from the definition that akk > 0. We will denote A > 0 (A > 0) if akl > 0
(akl > 0). Additionally, A < B if akl < bkl. We will use similar notation for vectors
also.

If A is such that akl 6 0, k 6= l, then the following statements are equivalent [31]:

(S1) A−1 exists and A−1 > 0;
(S2) The real parts of all the eigenvalues of the matrix A are positive: Reλ(A) > 0.

We will prove some properties of the matrices A and Λx defined by formulas (22),
(23).

Lemma 2. If hypotheses (H2) and (H3) are true and

M1 +M2 + hM1M2 < 2, (37)

then matrix Λx defined by formula (23) is an M-matrix.

Proof. We take the difference eigenvalue problem (34) and its matrix form. In this prob-
lem, we define

γ1 =M1 +
h

2
M1M2, γ2 =M2 +

h

2
M1M2. (38)

Nonlinear Anal. Model. Control, 26(4):738–758, 2021
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We evaluate α̃ and β̃ from (36). According to (H3), (37) and (38), we get

0 < hα̃ < 2, 0 < hβ̃ < 2.

In this way the diagonal elements of matrixΛ(0)
x are positive, and nondiagonal elements—

nonpositive. It has been proved [20,21] that all the eigenvalues of the difference problem
(34) are positive if and only if γ1 + γ2 < 2. So, according to Definition 1 and statements
(S1), (S2), matrix Λ(0)

x is an M-matrix.
Further, we compare the elements of the matrices Λx and Λ(0)

x . From (18), according
to hypothesis (H2), we get

α̃i 6
M1 +

h
2M1M2

1− h
2 (M1 +M2)

, β̃i 6
M2 +

h
2M1M2

1− h
2 (M1 +M2)

.

Now it follows from (36) that α̃ > α̃i. Analogously, β̃ > β̃i.
We denote elements of matrix Λ(0)

x as b(0)ij and elements of matrix Λx as bij . So, we
have:

(i) bii > b
(0)
ii > 0,

(ii) 0 > bij > b
(0)
ij , i 6= j,

(iii) matrix Λ(0)
x is an M-matrix.

It follows from these three properties that Λx also is an M-matrix.

Remark 2. Condition (37) is only sufficient, but not necessary one for the matrix Λx to
be an M-matrix. This condition could be weakened with the concrete expressions α(x)
and β(x). But in the general case, not concreting the expressions α(x) and β(x), is not
possible to improve this condition. Indeed, e.g., when α(x) = M1, β(x) = M2, then Λx
is an M-matrix if and only if M1 > 0, M2 > 0, M1 + M2 < 2. And this is very close to
condition (37).

We will obtain the conditions, which should be satisfied by the functions α(x) and
β(x) that the eigenvalues of two-dimensional problem (25)–(28) satisfy the inequality

Reλkl > 0.

As far as the authors know, such formulation of the problem with nonlocal conditions has
not been considered before.

Lemma 3. If h < 2/(γ1 + γ2), then number γ0 > 2 exists, such that the inequality
λ(A(0)) > 0 is satisfied for all 0 6 γ1 + γ2 < γ0.

Proof of lemma is the same as for Lemma 3 in the paper [22] in which the case of
γ2 = 0, 0 6 γ1 < γ0 was investigated. There it was proved that

γ0 =
2 tanh δh

2

h tanh δ
2

≈ 3.42, (39)
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where

δ =
2

h
ln

(
sin

πh

2
+

√
sin2

πh

2
+ 1

)
≈ π.

Theorem 1. If hypotheses (H2) and (H3) and inequality

M1 +M2 + hM1M2 < γ0, (40)

where γ0 is defined by formula (39), are true, then matrix A defined by (22) is an
M-matrix.

Proof. Like in the proof of Lemma 2, γ1 and γ2 are defined by formulas (38). Then
according to Lemma 3, we get λkl(A(0)) > 0 as condition (40) is satisfied. So, matrix
A(0) = {a(0)ij } is an M-matrix because

(I) a(0)ii > 0,

(II) a(0)ij 6 0, i 6= j,
(III) λ(A(0)) > 0.

Now we compare the elements of matrices A = {aij} and A(0). As for the elements
of matrices Λx = {bij} and Λ(0)

x = {b(0)ij }, inequalities (i), (ii) are true, then it follows

from the definitions of A and A(0) that aii > a
(0)
ii > 0, 0 > aij > a

(0)
ij , i 6= j. Whereas

A(0) is an M-matrix, it follows that A is also an M-matrix.

Remark 3. Assumption (40) is only sufficient but not necessary condition for the ma-
trix A to be an M-matrix. If

M1 +M2 + hM1M2 = γ0,

then λ(A(0)) = 0 in the case (38). In this case, we could not exploit the method used in
the proof of Theorem 1 for the investigation that the matrix A is an M-matrix or not. In
more detail, this case will be investigated in Section 5.1 using the numerical experiment.

It is possible to reformulate the statement of Theorem 1. Precisely, the following
statement is right.

Corollary 2. If hypothesis (H2) and condition (40) are satisfied and h is sufficiently small,
i.e., hM1 6 1/2, hM2 6 1/2, then for all eigenvalues λkl of two-dimensional eigenvalue
problem (25)–(28), the following inequality is true:

Reλkl > 0, k, l = 1, 2, . . . , N − 1.

4 Iterative methods

We solve the system of nonlinear difference equations (20)

Au+ f(u) = ϕ,
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whereA = Λ−C, by iterative methods. According to Theorem 1, matrixA of this system
defined by formula (22) is an M-matrix. We remind that for the nonlinear function f(u),
hypothesis (H1) is satisfied.

Lemma 4. If conditions in Theorem 1 and hypothesis (H1) hold, then the unique solution
of system of equations (20) exists.

Proof. Statement of lemma follows from [22].

Now we can present the main result of our paper.
In paper [22], under conditions α(x) > 0,

∫ 1

0
α(x) dx 6 ρ < 1, β(x) = 0, several

implicit iterative methods for system (20) were investigated:

Λun+1 + f
(
un+1

)
= Cun + ϕ, (41)

Λun+1 − Cun+1 +m1u
n+1 = −f

(
un
)
+m1u

n + ϕ, (42)

Λun+1 +m1u
n+1 = −f

(
un
)
+m1u

n + Cun + ϕ, (43)

where m1 is constant from (H1).
The main assumption for the iterative method to converge is following: matrix A is

an M-matrix. Then along with the every new regular splitting of the matrix A =M−N ,
M−1 > 0, N > 0, we get a new iterative method (41)–(43).

From the Theorem 1 the statement follows:

Theorem 2. If conditions of Theorem 1 and hypothesis (H1) hold, then every of meth-
ods (41)–(43) for system (21) converges.

Remark 4. In the paper [22] the convergence of iterative methods (41)–(43) is proven
under the assumptions

α(x) > 0,

1∫
0

α(x) dx 6 ρ < 1, β(x) = 0.

With these assumptions, matrix A is diagonally predominant. Meanwhile, with assump-
tion (40), neither the symmetricity nor diagonal dominance are not necessary.

Each of these iterative methods is characterized by specific interpretation. To obtain
un+1 when the values of un are known, we need to solve an additional simpler system of
equations. The inner iteration is usually used for this. In method (41) the values un+1 are
obtained by solving the system of nonlinear difference equation with Dirichlet boundary
condition. In method (42) the system of linear equation with nonlocal condition is solved.
And using method (43), on every step of iteration the system of linear equation with
Dirichlet boundary condition is solved. To obtain un+1 when un is known, in all three
cases of iterative methods, it is necessary to solve the system of difference equations
corresponding to two-dimensional elliptic equation.

Further, we consider one more iterative method in each step of which it is needed to
solve only the system of linear tridiagonal equations with nonlocal conditions.
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With this aim, we write matrix A defined by formula (22) in the form

A =M−N ,

whereM and N are block-diagonal and block-tridiagonal matrices, respectively:

M =


Λx + 2h−2I

Λx + 2h−2I
. . .

Λx + 2h−2I

 ,

N =



0 h−2I 0
h−2I 0 h−2I

h−2I 0 h−2I
. . . . . . . . .

h−2I 0 h−2I
h−2I 0


.

We note thatM is an M-matrix, N > 0.
Now for the system of equations (20), we write down the following iterative method:

(M+m1I)u
n+1 = (N +m1I)u

n − f
(
un
)
+ ϕ. (44)

The convergence of method (44) is proved likewise as of iterative methods (41)–(43)
in [22], on the basis of the properties of M-matrices.

Iterative method (44) like methods (41), (42) and (43) is implicit one. The main
advantage of method (44) is that on every step of the iteration, we have to solve not a two-
dimensional, but one-dimensional problem. We write method (44) by the coordinate form
such as system (13)–(16):

−un+1
i−1,j + 2un+1

ij − un+1
i+1,j

h2
+
−uni,j+1 + 2un+1

ij − uni,j−1

h2
+m1u

n+1
ij

= −f(unij) +m1u
n
ij , i, j = 1, 2, . . . , N − 1,

un+1
0j = h

(
α0u

n+1
0j + αNu

n+1
Nj

2
+

N−1∑
i=1

αiu
n+1
ij

)
+ µ1j , j = 1, 2, . . . , N − 1,

un+1
Nj = h

(
β0u

n+1
0j + βNu

n+1
Nj

2
+

N−1∑
i=1

βiu
n+1
ij

)
+ µ2j , j = 1, 2, . . . , N − 1,

un+1
i0 = µ3i, un+1

iN = µ4i, i = 0, 1, . . . , N.

(45)

5 Numerical results

In this section, we present some results of numerical experiment. The main goal of the
numerical experiment is to illustrate the theoretical results obtained in the paper. Our
numerical experiment consists of two parts.
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5.1 Conditions under which the matrix of difference problem is an M-matrix

This is the first part of numerical experiment. In Lemma 2 and Theorem 1 the sufficient
conditions (37) and (40) for the matrix Λx and respectively A were formulated under
which these matrices are the M-matrices. Condition (40) differs from the ones used by
other authors investigating difference schemes for two-dimensional differential equations
with nonlocal boundary conditions of the same form (see (6), (8)–(12)).

To explain the effectiveness of assumption (40), we carried out the numerical exper-
iment with fixed values of h and some different expressions of α(x) and β(x) directly
computing all the eigenvalues of matrix Λx.

To obtain the eigenvalues of matrix A, we used formula (32). For chosen expressions
α(x) and β(x), we varied coefficients M1 and M2 in these expressions checking when
property

Reλ(Λx) > −
4

h2
sin2

πh

2
≈ −π2

is satisfied. In this way, using the numerical experiment, we obtain the area on the
coordinate plane (M1,M2), where the inequality Reλ(A) > 0 is satisfied for all the
eigenvalues of A. We compared the results obtained with the theoretical results presented
in Theorem 1.

We chose five following different functions α(x) and β(x).

Example 1. α(x) =M1(x+ 1)/2, β(x) =M2(1− x/2);
Example 2. α(x) =M1 sinπx, β(x) =M2(1− sinπx);
Example 3. α(x) =M1(2x− 1)2, β(x) = 4M2x(1− x);
Example 4. α(x) =M1, β(x) =M2x;
Example 5. α(x) =M1x, β(x) =M2(1− x).

In all examples, M1 > 0, M2 > 0. So, it gets

0 6 α(x) 6M1, 0 6 β(x) 6M2.

In each of Figs. 1(a)–1(e), we present the results of numerical experiment for corre-
sponding example. The continuous line passing through the points (M1 = 3.42, M2 = 0)
and (M1 = 0, M2 = 3.42) is the graph of the curve

M1 +M2 + hM1M2 = 3.42.

The pointwise line consists of the points (M1, M2), where Reλ(A) = 0 according to
results of the numerical experiment. Thus, according to Theorem 1, in the points of the
area bounded by the straight linesM1 = 0,M2 = 0 and continuous curve, the inequalities
α(x) > 0, β(x) > 0 and Reλ(A) > 0 are satisfied. It means that the matrix A is an
M-matrix according to Theorem 1. In other words, if the point (M1,M2 ), whereM1 > 0,
M2 > 0, is placed below of the continuous curve or belongs to it, then condition (40) is
satisfied.

Analogously, if the point (M1, M2 ), where M1 > 0, M2 > 0, is placed below the
pointwise curve, then the inequalities α(x) > 0, β(x) > 0 and Reλ(A) > 0 are satisfied
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(a) α(x) =M1(x+1)/2, β(x) =M2(1− x/2) (b) α(x) =M1 sinπx, β(x) =M2(1− sinπx)

(c) α(x) =M1(2x− 1)2, β(x) = 4M2x(1− x) (d) α(x) =M1, β(x) =M2x

(e) α(x) =M1x, β(x) =M2(1− x)

Figure 1. Regions in the coordinate plane (M1,M2), where matrix A is an M-matrix according to Theorem 1
(the continuous line) or according to numerical experiment (the pointwise line) for Examples 1–5.
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according to the results of the numerical experiment. It means that the matrix A in this
(bigger) area is an M-matrix according to the results of the numerical experiment.

The following conclusions could be formulated from results of the numerical experi-
ment.

If the functions α(x) and β(x) change sufficiently slow in the interval x ∈ (0, 1),
i.e., when the variations of these functions are relatively insignificant, then the sufficient
condition (40) for A to be an M-matrix is close to be the necessary condition. In other
words, the pointwise curve in this case is close to the continuous curve. This conclusion
is illustrated by the results of numerical experiment provided in Figs. 1(a) and 1(d) for
Examples 1 and 4. In Example 1 the variation of functions α(x) and β(x) is half of size
of these functions in Examples 2, 3, 5.

If functions α(x) and β(x) sufficiently differ from constants, assumption (40) remains
correct, but it could be noticeably improved. From Figs. 1(b), 1(c), 1(e) it could be seen
that matrix A is an M-matrix (Reλ(A) > 0) with less restricted assumption for M1 and
M2 in comparison with the statement of Theorem 1.

5.2 Iterative methods

In the second part of the numerical experiment the system of nonlinear difference equa-
tions (13)–(16) was solved by iterative method (45).

The values of M1 and M2 in the expressions of functions α(x) and β(x) were chosen
from the first part of numerical experiment. More precisely, the theory (Theorem 1) does
not guarantee that with the chosen functions α(x) and β(x), matrix A is an M-matrix.
However, according to the results of numerical experiment, it distinguishes by such prop-
erty. Thus, iterative method (44) must converge, what is illustrated by the results of
computations.

We consider problem (1)–(4) with

f(x, y, u) = 2u3e−2(x+y−1),

α(x) =M1x, β(x) =M2(1− x), M1 > 0, M2 > 0,

µ1(y) = (1−M1)e
y−1, µ2(y) = (1−M2)e

y + 2m2e
y−1,

µ3(x) = ex−1, µ4(x) = ex.

These expressions were chosen in a way that the function

u(x, y) = ex+y−1

would be the exact solution of this problem. We admit that functions α(x) and β(x) are
chosen in the same way as in Example 5.

Numerical results are presented in Tables 1–3.
In all Tables 1–3 the errors ε = max(i,j) |uij−u∗(xi, yj)| of the approximate solution

uij are presented, where u∗(xi, yj) is the solution of the differential problem.
The results provided in Table 1 show the dependence of the error from α(x) and β(x)

when M1 and M2 satisfy the condition M1 +M2 = 3.42.
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Table 1. The values of ε = max(i,j) |uij − u∗(xi, yj)|
depending on α(x) = M1x and β(x) = M2(1 − x) in
the case M1 +M2 = 3.42.

M1 M2 h = 1/50 h = 1/100

3.42 0 6.67 · 10−6 0.91 · 10−6

3 0.42 2.90 · 10−5 8.19 · 10−6

1.71 1.71 1.35 · 10−4 3.58 · 10−5

0.42 3 2.63 · 10−4 6.67 · 10−5

0 3.42 3.09 · 10−4 7.74 · 10−5

Table 2. The values of ε = max(i,j) |uij − u∗(xi, yj)| depending on h for some
qualitative different values (M1,M2).

M1 M2 h = 1/25 h = 1/50 h = 1/100 h = 1/200

0.1 0.1 3.43 · 10−5 8.81 · 10−6 2.23 · 10−6 5.68 · 10−7

2 1.42 3.84 · 10−4 1.09 · 10−4 2.93 · 10−5 7.70 · 10−6

0.42 10. 7.40 · 10−3 1.86 · 10−3 4.70 · 10−4 1.22 · 10−5

Table 3. The values of ε = max(i,j) |uij − u∗(xi, yj)|
depending on M1 and M2 in the case M1 =M2.

M1 =M2 h = 1/100 M1 =M2 h = 1/100

0 6.32 · 10−7 3 5.88 · 10−5

0.1 2.23 · 10−6 3.42 6.48 · 10−5

0.5 1.10 · 10−5 3.5 6.75 · 10−4

1.71 3.58 · 10−5 3.6 7.82 · 10−4

1.91 3.95 · 10−5 ∼ 3.8 divergents

The iterative method converges, the error is of the order O(h2). We admit that the
error is decreasing lawfully when M1 is increasing (correspondingly, M2 is decreasing).
In other words, inequality M1 > M2 influences smaller error in comparison with the case
of M1 < M2.

In Table 2 the values of the errors ε are provided for some qualitative different values
of (M1,M2). Namely, if M1 = M2 = 0.1 then nonlocal conditions (2), (3) are close
to Dirichlet conditions. If M1 = 2, M2 = 1.42, the matrix A is an M-matrix according
to Theorem 1. And in the case of M1 = 0.42, M2 = 10.1, condition (40) of Theorem 1
is not satisfied, but the matrix A is an M-matrix according to the results of the numer-
ical experiment. Again, we admit that the error is of the order O(h2), i.e., the error is
proportional to the error of approximation.

In Table 3 the results on the dependence of the error on the values M1 and M2 are
provided when M1 = M2. This error is steadily, although slowly increasing when the
value M1 = M2 is increasing. This could be explained by the fact that the error of
trapezoid formula increases when M1 =M2 increases.

We could also formulate one more subtle conclusion. When the point (M1,M2),
M1 = M2 is placed above of the pointwise line, matrix A is no longer an M-matrix
according to the results of numerical experiment. Therefore, condition (40) is not satis-
fied. However, the iterative method still converges for some value M1 = M2 a little bit
bigger than 3.42. It could be explained because the convergence of the iterative method
(44) is assured by the matrix M +m1I is being an M-matrix.
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6 Remarks and generalization

As it was mentioned, one of the most important aims of this paper was to obtain weaker
restrictions for the coefficientsα(x) and β(x) in formulas (2), (3) for the matrixA, defined
by formula (35) of the system of difference equations (25)-(28), to be an M-matrix. From
Theorem 1 and the results of numerical experiment it follows such qualitative conclusions.
The matrix of the system of difference equations (25)–(28) could be an M-matrix for
sufficiently wide class of functions α(x) > 0 and β(x) > 0.

We would like to highlight the role of the M-matrices in the theoretical investigation
of finite difference method for the differential equations with nonlocal conditions.

According to the theory of M-matrices, the stability [15] and convergence [9] of
finite difference schemes for parabolic equation were investigated. Convergence of finite
difference method for elliptic equations was considered in [27], and iterative methods for
the solution of the system of difference equations were considered in [22,29]. These were
the first results of application of the M-matrices for the investigation of difference schemes
for differential equations with nonlocal conditions. The present paper is the continuation
of the mentioned investigations.

Therefore, it is possible to assert that application of the M-matrices for the investiga-
tion of difference methods is a promising methodology in the numerical analysis for the
boundary value problems with nonlocal conditions, separately taken, conditions (2), (3).
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a nonlinear elliptic equation with an integral condition, Nonlinear. Anal. Model. Control,
22(4):489–504, 2017, https://doi.org/10.15388/na.2017.4.5.

23. M. Sapagovas, T. Meškauskas, F. Ivanauskas, Influence of complex coefficients on the stability
of difference scheme for parabolic equations with nonlocal conditions, Appl. Math. Comput.,
332:228–240, 2018, https://doi.org/10.1016/j.amc.2018.03.072.

Nonlinear Anal. Model. Control, 26(4):738–758, 2021

https://doi.org/10.3846/mma.2020.8023
https://doi.org/10.1090/qam/678203
https://doi.org/10.1090/qam/678203
https://doi.org/10.1090/qam/693879
https://doi.org/10.1090/qam/693879
https://doi.org/10.1016/j.apnum.2004.02.002
https://doi.org/10.1016/j.apnum.2004.02.002
https://doi.org/10.3846/13926292.2017.1342709
https://doi.org/10.15388/na.2018.1.5
https://doi.org/10.15388/na.2018.1.5
https://doi.org/10.15388/na.2019.4.6
https://doi.org/10.15388/na.2019.4.6
https://doi.org/10.1016/j.camwa.2014.01.014
https://doi.org/10.1016/j.camwa.2014.01.014
https://doi.org/10.1201/9780203908518
https://doi.org/10.1201/9780203908518
https://doi.org/10.1007/s10986-008-9017-5
https://doi.org/10.1007/s10986-008-9017-5
https://doi.org/10.15388/na.2017.4.5
https://doi.org/10.1016/j.amc.2018.03.072
https://doi.org/10.15388/namc.2021.26.23929
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26. M. Sapagovas, O. Štikonienė, Alternating–direction method for a mildly nonlinear elliptic
equation with nonlocal integral conditions, Nonlinear Anal. Model. Control, 16(2):220–230,
2011, https://doi.org/10.15388/na.16.2.14107.
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