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Abstract. In this manuscript, p-cyclic orbital ¢-contraction map over closed, nonempty, convex
subsets of a uniformly convex Banach space X possesses a unique best proximity point if the
auxiliary function ¢ is strictly increasing. The given result unifies and extend some existing results
in the related literature. We provide an illustrative example to indicate the validity of the observed
result.
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1 Introduction

Fixed point theory appeared first in the solution of the certain differential equations,
see, e.g., Liouville [15] and Picard [18]. Banach [2] successfully derived the successive
approximation method from the proofs of Picard [18], and he initiated the first fixed point
theorem: For every contraction 7' on a complete metric space (X, d), by starting from
an arbitrary point x € X one can construct a recursive sequence {x, := T" 1z} such
that d(Tx,,, x,) — d(Tz*,z*), that is, «* is a fixed point, and it is unique. It should
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be noted that in this proof the continuity of the mapping is used efficiently, although it
is not assumed so. Indeed, the continuity of the operators is a necessary consequence of
the “fulfilling contraction” condition. Roughly speaking, “finding the unique fixed point
for a given operator” is equivalent to the existence and uniqueness of the solution of the
corresponding differential equations. After Banach, a huge number of papers reported to
improve, extend, and generalize the metric fixed point theory, which implicitly improved
the differential equations theory but not only that. Metric fixed point theory has a wide
application potential in almost all quantitative sciences, in particular, theoretical computer
science, economics, and engineering.

Besides this improvement in fixed point theory, there are some operators that do not
admit a fixed point. In other words, in any point in its domain, we have d(z,Tz) > 0.
Accordingly, we could not find a solution for the considered differential equations or some
other equations that are fulfilled by the given operator T'. Roughly speaking, we could not
find an exact solution for the given problem. At this handicap, optimization brings an
approximate solution via “best proximity point.”

Let (X,d) be a metric space and A, B be nonempty subsets of it. Suppose, for
amapping T : A — B, that the corresponding functional equation Tx = x (z € A) does
not necessarily have a solution. Regarding that d(A, B) is a lower bound for d(z, Tx),
an approximate solution z* € A to the corresponding functional equation Tx = x
yields the least possible error when d(z*,Tz*) = dist(A, B), where dist(4, B) =
inf{d(a,b): a € A, b € B}. Here the approximate solution zx is called a best proximity
point of the considered nonself mapping 7' : A — B. Note that a best proximity point
yields the global minimum of the nonlinear programming problem minge 4 d(z, Tx)
since d(z, Tx) > d(A, B) for all z € A.

As it is emphasized above, the continuity of the given mapping has a crucial role
in obtaining the existence and uniqueness of the fixed point. On the other hand, the
continuity is a heavy condition for the given mappings. Consequently, the following
natural question appears: is it possible to find a fixed point of a given mapping that is not
necessarily continuous? An interesting affirmative answer was given by Kirk, Srinivasan,
and Veeramani [14] (see also, for example, [7,9, 16]).

Theorem 1. Suppose that (X, d) is complete metric space and the letters A, B reserved
to denote nonempty closed subsets of it. If, for a nonself mapping T : AUB — AUB
with T(A) C B and T'(B) C A there exists k € (0,1) such that d(Tz,Ty) < kd(x,y)
forall x € Aandy € B, then T possesses a unique fixed point in AN B.

In Theorem 1, T is called cyclic map. In [10], the concept of “cyclic map” was
extended as p-cyclic map as follows.

Definition 1. (See [10, Defs. 3.1,3.2].) Let A;, Az, ..., A, (p € N, p > 2) be nonempty
subsets of a metric space (X, d).
(i) AmapT :|J!_, A; — UL, A, is called a p-cyclic map if T(A;) C A, for all
ie{1,2,...,p}, where A, ; = A;. If p = 2, the map T is called cyclic.
(ii) A point z € A; is said to be a best proximity point of T in A; if d(z,Tx) =
diSt(AZ', Ai+1), where dlSt(A“ Ai+1) = 1nf{d(m,y) x € Ai, Yy e A7;+1}.
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For p-cyclic maps, the distances between the adjacent sets play an important role in
the existence of a best proximity point. In [17,21] and [12], the authors investigated
the problem of finding a best proximity point for a p-cyclic map in which the distances
between the adjacent sets need not be equal.

In [3], the following lemma is proved, and it is used to prove the main results.

Lemma 1. (See [3, Lemma 3].) Let A and B be nonempty closed subsets of a uniformly
convex Banach space (X, || - ||) such that A is convex. Let {x,,},{z,} be sequences in A
and {y, } be a sequence in B satisfying:
@) ||zn — yn| — dist(A, B);
(ii) For every € > 0, there exists N € N such that ||z, — y,| < dist(A4, B) + € for
allm > n > N.

Then for every € > 0, there exists N1 € N such that for allm > n > Ny,

Tm —2n| <€

In [11], the following notion of cyclic orbital contraction is introduced in which the
contraction condition need not be satisfied for all the points.

Definition 2. Let A and B be nonempty subsets of a metric space X. A cyclic map
T : AUB — AU B is said to be cyclic orbital contraction if for some x € A, there exists
aky € (0,1) such that

d(TQ"a:,Ty) < kxd(T%*lx,y) Vye A, neN.
In [13], the following notion of p-cyclic orbital nonexpansive map is introduced.

Definition 3. (See [13, DEf. 6].) Let A1, A, ..., A, (p € N, p > 2) be nonempty subsets
of a metric space X. A p-cyclicmap T": | J¥_, A; — (J}_, A, is said to be p-cyclic orbital
non expansive if for some x € A; (1 < ¢ < p) and foreachk = 0,1,2,...,(p — 1), the
following inequality holds:

d(TP" e, TF y) < d(TPH e, Thy) Yy e A, neN.

In [5,13] and [20], the authors investigated the existence of fixed points and best prox-
imity points for various types of cyclic orbital contractions. Cyclic orbital contractions
can be compared with the notion of “contractive iterate at a point” introduced in [19],
later generalized in [4] and [6].

In [1], the following notion of cyclic ¢-contraction is introduced.

Definition 4. (See [1, Def. 1].) Let A and B be nonempty subsets of a metric space X
and ¢ : [0,00) — [0, 00) be a strictly increasing map. A cyclicmap T : AUB — AUB
is said to be cyclic ¢-contraction if

d(Tz,Ty) < d(z,y) — ¢(d(z,y)) + ¢(dist(4, B)) Vo€ A, y € B.

Proposition 1. (See [8, Prop. 1].) Let X be a strictly convex normed linear space. Let
Ay, As, ..., Ay be nonempty and convex subsets of X. Let T : UY_| A; — UY_| A; be
a p-cyclic map. Then T has at most one best proximity point in A;, 1 < i < p.

Nonlinear Anal. Model. Control, 27(1):91-101, 2022
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2 Main results

We introduce a notion called p-cyclic orbital ¢-contraction, which is defined as follows.

Definition 5. Let A, A>,..., A, (p € N, p > 2) be nonempty subsets of a metric space

X and ¢ : [0,00) — [0,00) be a strictly increasing map such that ¢(0) = 0. We say

that a p-cyclic map 7' : | J_, A; — UL, A; is p-cyclic orbital ¢-contraction if for each

k=0,1,2,...,(p—1) and for some = € A; (1 < i < p), the following inequality holds:
d(Tanrk{E, Tk+1y) < d(Tpn+k_1£U, Tky) _ d)(d(Tpn-i-k—lx’ Tky))

+ ¢(d(Aipr—1, Aiyr)) Vy € Aj, neN. (1

Proposition 2. Every p-cyclic orbital ¢-contraction map is p-cyclic orbital nonexpansive.

Proof. Let T be a p-cyclic orbital ¢-contraction map satisfying (1) for some z € A,
(1 <i < p). Since d(Aipp_1, Aiyr) < d(TP*HE~1x T*y) and ¢ is a strictly increasing
map, we have

O(d(Aipr—1, Airr)) < (d(TP" T, Thy)). )
Substituting equation (2) in equation (1), we get

d(TP" g, THy) < d(TP" " e, Ty) — o(d(TP " e, Thy))
4 ¢(d(Tpn+k_1x, Tky))
= d(T’mHﬁlx, Tky).

This completes the proof. O

Proposition 3. Let Ay, Ay, ..., A, (p € N, p > 2) be nonempty subsets of a metric space
X. Let ¢ : [0,00) — [0,00) be a strictly increasing map. If T : | J0_, A; — b, A,
is a p-cyclic orbital ¢-contraction map such that equation (1) holds for some x € A;,
(1 <@ < p), then

lim d(TP" 2, TP 1y) = dist(Ajrn, Aitrtr)

n—oo

Yy € A;, ke {0,1,2,...,p}.

Proof. Lety € A; (1 < i < p) be arbitrary. Let d = dist(A; 4k, Aitx+1) and d,, =
d(TPtkg TPrtk+ly) for n € N. Then {d,, }°°, is a nonincreasing sequence of non-
negative real numbers and bounded below by dist(A4;1, A;+x—1). Therefore, {d,}5,
converges to r (say). This implies that » = inf,>; d,, and » > d. Since T is p-cyclic
orbital nonexpansive, we have

dpyr < d(TPHFHL g TPnthT2y)
< d(TP ke, TPktly) — (d(TPm+eq, Tonterly)
+ ¢ (d(Aigrs Airr1))-

This implies that

https://www.journals.vu.lt/nonlinear-analysis
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As ¢ is strictly increasing and d < r < d,, for all n € N, we have

o(d) < ¢(r) < ¢(d,) VneN. @
From (3) and (4) we get

o(d) < ¢(dn) < dp — dpy1 + ¢(d).
Hence,

lim_6(dy) = 6(d). 5)
By combining (4) and (5) we have ¢(r) = ¢(d). This gives r = d as ¢ is a strictly
increasing map. Hence the proof. O

Proposition4. Let Ay, As, ..., A, (p € N, p > 2) be nonempty subsets of a metric space
X. Let ¢ : [0,00) — [0,00) be a strictly increasing map. If T = \J!_; A, — Ub_, A; is
a p-cyclic orbital ¢-contraction map satisfying (1) for some x € A; (1 < i < p), then the
following hold:

(i) Ly o0 d(TPP =1, TPPHEy) = dist(Asp1, Air)
foreveryy € A;and k € {0,1,2,...,p};
(i) limy,_y oo d(TP" P2, TP Hg) = dist(A;, Ajir);
(i) limy,_yo0 d(TP" Pz, TP+ 1z) = dist(A;, Aj1);:
(iv) lim, oo d(TPx, TP P g) = dist(A;, Ajp1).

Proof. By using similar argument as in Proposition 3(i)—(iv) can be proved. O

The following proposition is useful to prove the main result whose proof follows from
Lemma 1, Propositions 3 and 4.

Proposition 5. Let A1, Az, ..., Ay, (p € N, p > 2) be nonempty closed convex subsets
of a uniformly convex Banach space X. Let ¢ : [0,00) — [0, 00) be a strictly increasing
map. If T : | Ji_, Ai — b, Ai is a p-cyclic orbital ¢-contraction map satisfying (1)
for some x € A; (1 < i < p), then the following hold:
(i) limy_seo | TP"2 — TP *+Pz|| = 0

(i) lim,—oo ||TP"x — TP Pz|| = 0;

(iii) lim, oo ||[TPP 2 — TPrHPHlg|| = 0.
Proposition 6. Let A1, As,..., A, (p € N, p > 2) be nonempty subsets of a metric
space X. Let ¢ : [0,00) — [0,00) be a strictly increasing map and ¢(0) = 0. If

T: U, A — UY_, A; is a p-cyclic orbital ¢-contraction map satisfying (1) for some
r e A; (1<i<p), then

(1) diSt(Al, Ag) = diSt(Ag, Ag) == diSt(Ap_17Ap) = diSt(Ap,Al);
(i) If {TP"xz} converges to some & € A, then £ is a best proximity point of T in A;.

Nonlinear Anal. Model. Control, 27(1):91-101, 2022
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Proof. (i) Letk € {0,1,2,...,(p — 1)} be arbitrary. As T is p-cyclic orbital nonexpan-
sive, we have
A(TP g, TP Lg) L d(TPm e, TP Ry,

Also,
dist(Aiyg, Aipnpr) < d(TPHrg, TPHR+LE),

Thus,
diSt(AH_k, Ai+/€+1) < d(T’pn—Hﬁt—lm7 Tpn+kx) )

Now by taking limit on both sides and using Proposition 4(i) we get
dist(Aj+k, Aitr+1) < lim d(Tp”H“*lx, Tp””“x)
n—0o0
= diSt(AiJrk,l, Ai+k)~
From the above inequality we get the following chain of inequalities:
diSt(AH_l, A’H—p) = diSt(AH_p, Ai+1) = diSt(AH_p, Ai+p+1)
< dist(Aipp—1, Aitp) < dist(Aipp—2, Aitp-1)
< Kdist(Agpr, Aigryr) <o < dist(Aipr, Aige)
< diSt(Ai, Ai—i—l) = dist(AH_p, Ai+1).
Hence,
diSt(Al, Ag) = diSt(Ag, Ag) =...= diSt(Ap_l, Ap) = diSt(Ap7 Al)

(ii) Let d(z,y) be the metric induced by the norm ||z — y

,x,y € X. Now
dist(A;, Ai1) < d(€,T€) = lim d(T""x, T¢€)
n—r oo
< lim d(Tpn*lx, f) = lim d(Tpn*lx, Tp"x)
n—oo n—oo
= diSt(Aifl, Al) = diSt(Ai, Ai+1).
Thus, dist(A;, A;+1) = d(§,TE) and € is a best proximity point of 7" in A;. O

Theorem 2. Let A, Az, ..., Ay (p € N, p > 2) be nonempty closed subsets of a complete
metric space X. Let ¢ : [0,00) — [0, 00) be a strictly increasing map and ¢(0) = 0. Let
T: Ule A — Ule A; be a p-cyclic orbital ¢-contraction map of type one satisfying
(1) for some x € A; (1 < i < p). Then there exists a fixed point of T, say, £ € (;_, A;,
such that for any z € A; (1 < i < p) satisfying (1), the sequence {TP"z} converges 1o &.

Proof. Letx € A; (1 < ¢ < p) satisfy equation (1). Let us prove that given € > 0, there
exists an ng € N such that

d(Tp"x,Tpmac) <e VYn,m =ng
by induction on m. Let € > 0 be given. Now

d(TP"z, TP"z) < d(TP"z, TP '2) + d(TP" 2, TP z).

https://www.journals.vu.lt/nonlinear-analysis
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From Proposition 4(i), for & = 1, we have lim,,, o d(TP™x, TP™*12) = 0. Hence,
there exists an ng € N such that

1)
d(TP" 2, TP ) < <> 0<d< (;) m > ng. (6)
p
Hence, it is enough to show that
d(T’mx,T”me) < (;), m,n = ng. @)

Fix n > ng such that (6) holds. Now (7) is true for m = n. Assume that (7) is true for
some m > ng. We will prove that (7) is true for m + 1 in place of m. Now

d(Tp":E,Tp(mH)Hx) < d(Tp"x,TpmHm) + d(Tpm“:r,Tpm”x)
+ 4 d (TP Py, T”m“”“x)

(2)+ ()
<l|z]+|-)p<e
2 p
Hence, {TP"x} is a Cauchy sequence, and it converges to a limit, say, £ € A;. For
k = 0 in Proposition 4(i), we get lim,, o, d(T?" 'z, TP"x) = 0. Now

d(¢,T¢) = lim d(T""z,T¢€) < lim d(TP" 'z, €)
= lim d(T"" ‘2, T""z) = 0.

n—oo
This implies that £ = T¢, and therefore, £ is a fixed point in A;. Since T is p-cyclic,
¢ € N?_, A;. To prove that ¢ is unique, suppose 7 € A; such that n = 1. Now from
Proposition 4(i)
d(&,m) = lim d(TP"z, T""*'n) =0
n— oo

for k = 1. Thus, we have £ = 7. O

Theorem 3. Let Ay, Ay, ..., A, (p € N, p > 2) be nonempty closed and convex subsets
of a uniformly convex Banach space (X, ||-||). Let d(z,y) = ||z — y||, z,y € X, be the
metric induced by the norm. Let ¢ : [0,00) — [0,00) be a strictly increasing map. If
T : U, A — UL, Ai is a p-cyclic orbital ¢-contraction map of type two, then for
every x € A; (1 < i < p) satisfying equation (1), the sequence {TP"x} converges to n,
which is a unique best proximity point of T' in A;.

Proof. If for every k = 0,1,...(p — 1), dist(A; 4%, Airr+1) = 0, then T has a unique
fixed point in ();_; A; by Theorem 2. Let us assume that dist(A;, A;41) > 0. We claim
that for every € > 0, there exists an ng € N such that for all m > n > ny,

HTpmx — Tp”+lac|| < dist(A;, A1) + €

Nonlinear Anal. Model. Control, 27(1):91-101, 2022
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Suppose not. Then there exists an €y > 0 such that for all k£ € N, there exists my >ng >k
for which
||Tpm’“:r—Tp”’“+1x|| > dist(A4;, Ait1) + €o. (8)

By choosing my, to be the least integer greater than ny, to satisfy the above inequality, we
have
| 7P =D g — TPty || < dist(As, Aigr) + €o. 9)

Now by (9), for each k,

dist(A4;, Aiy1) + €0 < HTpmkx — Tp"’“'HxH
< HTpmk:Z7 _ Tpmrpr 4 HT”m’“*”m _ Tpnk+11,”
< HTpmle' — Tpmk7p$|| + diSt(AZ‘, Ai+1) + €o.

By taking limit on both sides of above inequality as k — oo and by using Proposition 5(ii)
we have

dist(A;, Aiy1) + €0 < klim HTpm’“x - Tp”k+1:1c“ < dist(A;, Aiy1) + €o-
—00

That is,
lim ||TP"* 2 — TP™ | = dist(A;, Aip1) + €o.

k—o0

Now
||Tpmkx _ Tpnk-+1x|| < HTPmkx _ Tmﬂk+pr 4 HT”mk“’x _ Tpnk+p+1xH
4 Hszk-i-p-‘rlm _ Tlmk-i-le. (10)

Now by using p — 1 times p-cyclic orbital nonexpansiveness of T to ||TP™ 1Py —

TPetply| we get
HTpmex _ Tpnk+p+1xH HTpmk—&-lx _ Tpnk+2xH

[ = ] g7 T )

+ ¢(dist(A;, Aigr)).

<
<

Let dist(A;, A;11) = d and ||[TP™kx — TP FTlx|| = uy. Then the above inequality
becomes
[TPme P — TP | < g — (k) + 0(d). (an

By using (11) in (10) we get
e < || TP — TPg]| 4 g — G + p(d) + || TP+ +Lg — Tomstiy),
That is,
o i B(pn) — B{d) < |[ TP — TPmaog| 1 [ Tomctvtig oty
O(ur) — @(d) < ||TP™ o — TP Pg|| 4 || TP tPtty — TPmetly| (12)

https://www.journals.vu.lt/nonlinear-analysis
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By taking limit on both sides of (12) as £ — oo and using Proposition 5(i) and (iii)
in (12) we have
lim ¢(pur,) < o(d).
k— o0

Since for each k, d < u, we have ¢(d) < limg_,o0 ¢(ug). Hence,
lim ¢(ur) = ¢(d).
k— o0

Since pr > d + €, by (8) we have ¢(ux) > ¢(d + €o). Thus, limg_ oo d(ux) =
o(d + €g). Thatis, ¢(d) = ¢(d + €p). This is a contradiction to the fact that ¢ is strictly
increasing and d < d + €y. Hence the claim.

Now by Proposition 4(i) for k = 1, || TP"2—T?"+1z| — dist(A;, A;;1). Combining
this with the claim, by Lemma 1 we have the following: for every € > 0, there exists an
n1 € N such that

HTpmx — T”"acH <€, m>n>ny.
Therefore, {TP"x} is a Cauchy sequence in A;, and it converges to a point £ € A;. By
Proposition 6(ii) and Proposition 1, £ is the unique best proximity point of 7" in 4;. [

Example. Consider X = R? endowed with the Euclidean metric. Let A;, Ao, A3, A4 be
the subsets of X defined as follows:

A = {(:L‘1,x2): —2< 2 <1, 29 = 0}’
Ay = {(z1,22): 21 =0, 1 <z < 2},
Ag = {(z1,22): 1 <11 <2, 23 =0},
Au= {(@1,a2)s 21 =0, ~2 < a3 < -1}

(0,1.5) for —2 <z < —1.5, 25 =0,
(0,1) for —1.5 <1 < —1, 29 = 0,
T((z1,22)) = 4 (1.5,0)  forz; =0, 1 <2 <2,
(0,—1.5) forl<z; <2, 25=0,
(—=1.5,0) forz; =0, —2< 23 < —1;

T((0,1)) =(1,0), T((1,0)) =(0,—1), and T((0,—1)) = (—1,0).

Define ¢ : [0,00) — [0,00) as ¢(t) = t2/(1 +t), t > 0. It is easy to see that T is
a 4-cyclic map and ¢ is a strictly increasing map. We note that dist(A4;, A;41) = V2,7 =
1,2,3,4. T is 4-cyclic orbital ¢-contraction for all points in the set S = {{ (1, z2) € Az:
—1< 2 < =15, 29 =0}, (0,1) € Ag, (1,0) € A3, and (0, —1) € A4}. The unique
best proximity point of A; is (—1,0), Ay is (0,1), A3 is (1,0), and A4 is (0,—1). We
see that for all z € S, the sequence {T#"2} converges to the unique best proximity point
of T in the respective set. Further, y € X \ S do not satisfy condition (1), and {T*"y} do
not converge to the best proximity point.

Nonlinear Anal. Model. Control, 27(1):91-101, 2022


https://doi.org/10.15388/namc.2022.27.25188

100 Prabavathy Magadevan et al.

References

1. M.A. Al-Thagafi, N. Shahzad, Convergence and existence results for best proximity points,
Nonlinear Anal., Theory Methods Appl., Ser. A, 70(10):3665-3671, 2009, https://doi.
0rg/10.1016/3.na.2008.07.022.

2. S. Banach, Sur les opérations dans les ensembles abstraits et leur application aux équations
intégrales, Fundamenta Math., 3:133-181, 1922, https://doi.org/10.4064/fm-3~
1-133-181.

3. A.A.Eldred, P. Veeramani, Existence and convergence of best proximity points, J. Math. Anal.
Appl., 323:1001-1006, 2006, https://doi.org/10.1016/3.jmaa.2005.10.081.

4. L. Guseman, Fixed point theorems for mappings with a contractive iterate at a point, Proc.
Am. Math. Soc., 26:615-618, 1970, https://doi.org/10.2307/2037119.

5. PK. Hemalatha, T. Gunasekar, S. Karpagam, Existence of fixed point and best proximity point
of p-cyclic orbital contraction of Boyd-Wong type, Int. J. Appl. Math., 31(6):805-814, 2018,
https://doi.org/10.12732/ijam.v31i6.9.

6. S. Karaibyamov, B. Zlatanov, Fixed points for mappings with a contractive iterate at each
point, Math. Slovaca, 64(2):455-468, 2014, https://doi.org/10.2478/s12175-
014-0218-6.

7. E. Karapmar, Fixed point theory for cyclic weak ¢-contraction, Appl. Math. Lett., 24(6):822—
825,2011, https://doi.org/10.1016/3j.am1.2010.12.016.

8. E. Karapinar, S. Karpagam, On {2 class of mappings in a p-cyclic complete metric space,
Symmetry, 11:534, 2019, https://doi.org/10.3390/sym11040534.

9. E. Karapinar, K. Sadarangani, Fixed point theory for cyclic (¢-1)-contractions, Fixed Point
Theory Appl., 2011(69), 2011, https://doi.org/10.1186/1687-1812-2011-609.

10. S. Karpagam, S. Agrawal, Best Proximity point theorems for p-cyclic Meir—Keeler
contractions, Fixed Point Theory Appl., 2009:568072, 2009, https://doi.org/10.
1155/2009/197308.

11. S. Karpagam, S. Agrawal, Best proximity point theorems for cyclic orbital Meir—Keeler
contraction maps, Nonlinear Anal., Theory Methods Appl., Ser. A, 74(4):1040-1046, 2011,
https://doi.org/10.1016/3.na.2010.07.026.

12. S. Karpagam, B. Zlatanov, A note on best proximity points for p-summing cyclic orbital
Meir—Keeler contraction maps, Int. J. Pure Appl.Math., 107(1):225-243, 2016, https:
//doi.org/10.12732/ijpam.v107i1.17.

13. S. Karpagam, B. Zlatanov, Best proximity points of p-cyclic orbital Meir—Keeler contraction
maps, Nonlinear Anal. Model. Control, 21(6):790-806, 2016, https://doi.org/10.
15388/NA.2016.6.4.

14. W.A. Kirk, P.S. Srinivasan, P. Veeramani, Fixed points for mappings satisfying cyclical
contractive conditions, Fixed Point Theory, 4(1):79-89, 2003.

15. J. Liouville, Second mémoire sur le développement des fonctions ou parties de fonctions
en séries dont divers termes sont assujettis a satisfaire & une méme équation différentielle du
second ordre contenant un paramétre variable, Liouville J., 2:16-35, 1837.

16. M. Pacurar, I.A. Rus, Fixed point theory for cyclic ¢-contractions, Nonlinear Anal., Theory
Methods Appl., Ser. A, 72(3—4), 2010.

https://www.journals.vu.lt/nonlinear-analysis


https://doi.org/10.1016/j.na.2008.07.022
https://doi.org/10.1016/j.na.2008.07.022
https://doi.org/10.4064/fm-3-1-133-181
https://doi.org/10.4064/fm-3-1-133-181
https://doi.org/10.1016/j.jmaa.2005.10.081
https://doi.org/10.2307/2037119
https://doi.org/10.12732/ijam.v31i6.9
https://doi.org/10.2478/s12175-014-0218-6
https://doi.org/10.2478/s12175-014-0218-6
https://doi.org/10.1016/j.aml.2010.12.016
https://doi.org/10.3390/sym11040534
https://doi.org/10.1186/1687-1812-2011-69
https://doi.org/10.1155/2009/197308
https://doi.org/10.1155/2009/197308
https://doi.org/10.1016/j.na.2010.07.026
https://doi.org/10.12732/ijpam.v107i1.17
https://doi.org/10.12732/ijpam.v107i1.17
https://doi.org/10.15388/NA.2016.6.4
https://doi.org/10.15388/NA.2016.6.4
https://www.journals.vu.lt/nonlinear-analysis

p-cyclic orbital ¢-contraction map 101

17.

18.

19.

20.

21.

M. Petric, B. Zlatanov, Best proximity points and fixed points for p-summing maps, Fixed Point
Theory Appl., 2012:86, 2012, https://doi.org/10.1186/1687-1812-2012-86.

E. Picard, Memoire sur la théorie des équations aux derivées partielles et la méthode des
approximations successives, Journ. de Math. (4), VI(145-210), 1890.

V. Sehgal, A fixed point theorem for mappings with a contractive iterate, Proc. Am. Math. Soc.,
23:631-634, 1969, https://doi.org/10.2307/2036601.

M.L. Suresh, T. Gunasekar, S. Karpagam, B. Zlatanov, A study on p-cyclic orbital Geraghty
type contractions, Int. J. Eng. Technol., 7:883-887, 2018.

B. Zlatanov, Best proximity points for p-summing cyclic orbital Meir—Keeler contractions,
Nonlinear Anal. Model. Control, 20(4):528-544, 2015, https://doi.org/10.15388/
NA.2015.4.5.

Nonlinear Anal. Model. Control, 27(1):91-101, 2022


https://doi.org/10.1186/1687-1812-2012-86
https://doi.org/10.2307/2036601
https://doi.org/10.15388/NA.2015.4.5
https://doi.org/10.15388/NA.2015.4.5
https://doi.org/10.15388/namc.2022.27.25188

	Introduction
	Main results
	References

