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Abstract. General fractional calculus is popular recently. Fractional uncertain differential equations
(FUDEs) with general memory effects are proposed in this paper. Firstly, existence and unique-
ness theorems of solutions for general fractional uncertain differential equations (GFUDE:s) are
presented, and an exact solution of a linear one is given. Then the concept of a-path is intro-
duced, and relationship between solution of GFUDE and corresponding a-path is also discussed.
In addition, a theorem is proved to obtain the expected value of a monotonic function related to
solutions of GFUDE:s. Finally, a numerical example is given to better understand the significance
of general memory effects. This paper provides more types of FUDEs to better describe some
phenomena in uncertain environments.

Keywords: general fractional calculus, uncertainty theory, c-path.

1 Introduction

Recently, in order to model the time evolution of indeterministic phenomena, a class
of differential equations driven by the Wiener process, stochastic differential equations
were proposed in [6, 7]. They were widely applied in various fields such as option pric-
ing problems [1], multiagent systems [29] and so on. Then the Wiener process plays
an important role in dynamical systems with continuous-time noise. However, in real-
life applications, it may be impractical and unreasonable that the noise term dW;/d;
is regarded as a normal random variable with expected value 0 and variance co for any
fixed time. Moreover, the stochastic calculus is carried out in the framework of probability
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theory, which needs an assumption that estimated probability distribution is close to the
real frequency. But there is usually not enough, or even no samples available to estimate
probability distribution via statistics due to some privacy or technological reasons, for
example, aftershock frequency data during earthquake and nuclear test data. So, experts
are invited to provide some empirical data or evaluate the belief degree that each event
will happen. Limited by personal professional knowledge and experiences, the belief
degree may be subjective and even far away from the real frequency. In this case, it is
not appropriate to treat belief degree as the probability distribution when one describes
indeterministic phenomena by probability theory.

In order to better deal with human beliefs, the uncertainty theory was proposed by
use of uncertain measure in 2007 [12] and refined successively [14, 15]. Especially, to
describe time evolution with uncertain environment, the uncertain differential equations
(UDEs) driven by Liu process were firstly introduced in [13]. Subsequently, existence
and uniqueness theorems of solutions of UDEs were provided in [2]. Since many UDEs
usually cannot be solved analytically, some numerical methods were suggested for nu-
merical solutions [26,31,32]. Besides, the concept of stability was introduced in [14], and
stability theorems of UDEs were discussed in [33]. Later, various stabilities for UDEs
were investigated such as stability in moment [25], stability in mean [34] and stability in
distribution [30].

In the past decades, the fractional calculus holds memory effects, and fractional dif-
ferential equations (FDEs) become a popular modeling approach in various fields such
as material viscoelastic mechanics [20], financial time series [19], anomalous diffusion
phenomena [21] and so on. Fractional uncertain differential equations (FUDEs) driven
by Liu process were proposed, and the existence and uniqueness of FUDEs were given
in [35]. FUDEs can be transformed into a family of FDEs, and a numerical algorithm was
designed [18]. For the discrete-time case, the fractional uncertain difference equations
were also given [17]. Moreover, Hadamard FDEs also has been paid much attention.
A Caputo—Hadamard FUDE was also proposed to model the evolution process with his-
torical dependence and uncertain factors [16].

Many fractional operators have been proposed to meet the demand of real-life ap-
plications, for example, Riemann—Liouville, Caputo, Hadamard, Exp and Katugampola
fractional integrals or derivatives [5,9, 10]. There is still an interesting and challenging
question: which fractional derivative is the best? In fact, a general fractional integral was
discussed in [10,22,23]. The fractional integral with respect to a general kernel function
g(t) is defined by

70 = 5 [ ot0) - 969)" 79 (1006) s

The kernel function g(¢) can be assumed to be unknown and the general fractional integral
can be reduced as some well-known definitions:

t
/ (t —s)""'z(s)ds (Riemann—Liouville integral [10]),

a

1
L(v)

a[:’tx(t) =
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v—1
1 t
aIf’lntx(t) = F(y)/ln<) @ds (Hadamard integrals [10]),

ST 2 (t) = % /es (e' = es)yflx(s) ds (Exp integral [5]),

t

vt? )8 1 B — BN\ x(s) .
oAy Ta(t) = o) / 3 15 ds (Katumapola integral [9])

a

etc. Recently, some scholars have paid much attention to theories and applications such
as Laplace transform [8] and predictor—corrector method [27]. Moreover, the physical
meaning of the kernel function g(t) are explained by use of continuous time random
walk theory [4], and the boundedness condition is provided to guarantee that the general
fractional integral is well defined [3].

In order to better understand uncertain phenomena with different memory effects,
general fractional uncertain systems can be suggested. So, we need to introduce the
uncertainty into general fractional differential equations (GFDEs). The formation and
existence should be discussed now, which is the main purpose of this study.

Itis arranged in the following sections. Section 2 revisits some concepts and properties
of fractional calculus and uncertainty theory. The definition of GFUDE is proposed and
analytical solution of a linear GFUDE is also given in Section 3. Then the existence and
uniqueness theorems of solutions of GFUDE are proved in Section 4. Next, Section 5 in-
troduces the concept of a-path of GFUDE, and the relationship between one and solution
of GFUDE is discussed subsequently. In Section 6, a theorem is presented to obtain the
expected value of a monotonic function of solution of GFUDE and a numerical example
is given to demonstrate the efficiency of general fractional operators under the uncertainty
theory.

2 Preliminaries

Let us revisit some definitions and properties of general fractional calculus and uncer-
tainty theory.

2.1 General fractional calculus

Definition 1. (See [3].) Suppose z € Ll[a,b] and g € C'[a,b] is a strictly monotone
increasing function with g(a) > 0. The v-order general fractional integral of z(t) with
respect to g(t) is defined as

r(ll,) / (9(t) = g(s))" g (s)a(s)ds, v >0.

a

oI 2(t) ==
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The function space and boundedness theorem of general fractional integral were
discussed in [3]. Next, we introduce the space ACY [a,b] defined by the use of the §
derivative, namely,

1 d
ACY =< sz e 4 (=1 — gt = .
C§la,b] {x [a,b] = C:x € ACla,b], = 0", 6 (0 at

Then the general fractional derivatives can be given in the space AC}[a, b] as follows.

Definition 2. (See [8].) Letv > 0, v ¢ N,n = [v]+ 1,z € AC}[a,b], and let g €
C*[a, b] be a strictly monotone function with g(a) > 0 and ¢/(¢) > 0. The left (L.H.S.)
Riemann-Liouville general fractional derivative of arbitrary order v can be defined as

D9z (t) == 6" Iy 0 x(t)

1 dyn ¢

n—v—1 ,
= T [ (alt) = 9(e)" g st s

a

a

Forv =n,  D{"Yz(t) = 6"x(t).

Definition 3. (See [27].) Letv > 0, v ¢ N, n = [v] + 1, z € AC}[a,b], and let
g € Cla,b] be a strictly monotone function with g(a) > 0 and ¢’(t) > 0. The left
(L.H.S.) Caputo general fractional derivative of arbitrary order v can be defined as

CDE(t) = 17l )

t

1 n—v—1 , n
- p(n_y)/(g(t) —9(s)) g'(s)z[" (s) ds.

For v =n, $D"x(t) = 6"z (t).

Lemma 1. (See [8].) Letn — 1 < v < nand v € AC}|a,b]. Then the Leibniz integral
law holds:

Iug Dug Z Itn "9y )( (t)ig(a))l’*j' (1)

Lemma 2. (See [4].) Letn —1 < v < nand x € AC}a,b]. Then it holds

D) = o) = 3 e S (00 - @) @)

Jj=1

Lemma 3 [Generalized Gronwall inequality]. Suppose v > 0, u(t) and ¥(t) are
nonnegative functions and locally integrable defined ont € [a,T) (a 2 0,T < +00), and
letp : [a,T) — [0, M] (M is a constant) be a nondecreasing and continuous function.
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If the inequality

I'(v)
holds, then
Lt oo (
" nv—1
vy <ut)+ [ |2 9(5)™ "uls) | g (5)ds, a<t<T
a n=1
Proof. For locally integrable function Yy, let
t
t u 1,
d
o / o (s)x(s) ds

Then we have

which implies

Next, we aim to prove that

Boe) < [ (a(0) - )™ o/ (5)(s) s G

a

and B")(t) - 0asn — oo forany t € [a,T).
Specifically, inequality (3) is true for n = 1. Now assume that it is still true for n = k.

If n = k£ 4+ 1, then one obtains
Bk+1,¢)( )
= B(B*y (1))

/ s))k w—1
<2 (g<t>—g<s>>”‘1[ J B ot -ar)* g () dT] /() ds

S

k+1 p
< (p(rtg)y; /(g(t)—g(S))V_ll/F(llw) (9(s)—g(m)™ "¢ (1)w(7) dTl J'(s)ds.

a a
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Interchanging the order of integration and beta function, we can derive

! k
Bt < [ (PO (g0) - o) o) ) .

((k+ 1))

a
So, inequality (3) is proved. In addition, from (3) we obtain

B0(t) < [ Frs (00) ~ 9(9)" g ()0 ds =0

a

as n — oo for any ¢ € [a,T'), which completes the proof. O

2.2 Uncertainty theory

Definition 4. (See [12].) Let £ be a o-algebra on a nonempty set I". A set function
M : £ — [0, 1] is called an uncertain measure if it satisfies the following axioms:

Axiom 1 [Normality axiom]. M{I'} = 1 for the universal set I".
Axiom 2 [Duality axiom]. M{A} + M{A°} =1 for any event A.

Axiom 3 [Subadditivity axiom]. For every countable sequence of events A, As, ...,

we have
M{ Ai} < ZM{/L}
i=1 i=1

Axiom 4 [Product axiom]. Let (I'y, £i, M}) be uncertainty spaces for k = 1,2,... .
Then the product uncertain measure M satisfies

M{ ﬁ Ak} = K Mi{Ai},
k=1

k=1
where Ay, are arbitrarily chosen event from L for k = 1,2, ..., respectively.

Definition 5. (See [12].) The uncertainty distribution @ of an uncertain variable ¢ is
defined by
&(z) = M{P < z}

for any real number z.

Definition 6. (See [12].) An uncertainty distribution @(z) is said to be regular if it is
a continuous and strictly increasing function with respect to « at which 0 < @§(x) < 1,
and

lim &(z) =0, lim &(z) =1.

T—r—00 r—r+00
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Definition 7. (See [12].) Let £ be an uncertain variable on an uncertain space (I, £, M).
Then its expected value E[¢] is

+oo

Blg) = [ M{¢>o)do- /()M{£<x}dw7

0

provided that at least one of the two integrals exists, and its variance V[¢] is

2
Vil =E[(¢-E[¢])].
An uncertain process is essentially a sequence of uncertain variable indexed by time.

Definition 8. (See [13].) Let (I, £, M) be an uncertain space, and let T be a totally
ordered set (e.g., time). An uncertain process is a function X;(v) from 7' x (I", L, M)
to the set of real numbers such that {X; € B} is an event for any Borel set B of real
numbers at each time ¢.

Definition 9. (See [14].) An uncertain process C} is called a Liu process if

(1) Cp = 0 and almost all simple paths are Lipschitz continuous,
(ii) C; has stationary and independent increments,
(iii) the increment C's; — Cs has a normal uncertain distribution

-1

qﬁt(x)z(Hexp(—:;gt)) , zER

Definition 10. (See [14].) Let X; be an uncertain process, and let C; be a Liu process.
For arbitrary partition of interval [a,b] with a = t; < to < -+ < tx4+1 = b, the mesh is
written as

A= tivy — t;].
1<?<Xk| 1+1 z|

Then Liu integral of X; with respect to C is defined as

b k
/Xt dC; = iiLnO z_; th‘ (thrl - Cti)’

provided that the limit exists almost surely and is finite. In this case, the uncertain process
X, is said to be integrable.

Lemma 4. (See [15].) Let f(t) be an integrable function with respect to t. Then the Liu
integral fos f(t) dCy is a normal uncertain variable at each time s, and

/f(t)dCt~N<0,/!f(t)|dt>.
0 0

https://www.journals.vu.lt/nonlinear-analysis
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Lemma 5. (See [2].) Suppose that C; is a Liu process, and let Xy is an integrable
uncertain process on [c, d] with respect to t. Then the following inequality holds:

d
<K0) [ 10)]

c

d
/ Xi(v)dCy(v)

where K () is the Lipschitz constant of the sample path X;(7y).

Lemma 6. (See [35].) Let &1,&o, . .., be uncertain variables and lim;_, . &; = & almost
surely. Then £ is an uncertain variable.

Lemma 7. (See [15].) Let &1, &o, . . ., &, be independent uncertain variables with regular
uncertainty distributions &1, P, . . ., Py, respectively. If f(x1, 22, ..., Zy,) is continuous,
strictly increasing with respect to x1, X2, ..., T, and strictly decreasing with respect to
Tont1, Tt 2, -« -y T Then & = f(&1,&a, ..., &n) has an inverse uncertainty distribution
-1 -1 -1 —1 -1
v Ha) = f(P7'(a),.... D, (a),@(m+1)(1 —a),..., P, (1-a)).
Lemma 8. (See [15].) Let £ be an uncertain variable with a regular uncertainty distribu-
tion . If the expected value exists, then

E[¢] = /@_1(04) da.
0

3 General fractional uncertain differential equations

In this section, we present the definitions and properties of GFUDE:s.

Definition 11. Letn — 1 < v < n,n € Ny, g € Clla,b], and let X € AC[a,b]
be an uncertain process and C; be a Liu process. Assume that the functions f,h :
[a,00) x R — R are continuous. Then the Riemann-Liouville GFUDE with initial
conditions is defined as
dCy
DYIX, = f(t, Xy) + h(t, X)) —,
oDV Xe = f(t Xe) + h(t, Xe) @

v—i,g _ -
Dy X =Ky, 1=1,2,...,n.

a |t:a

Definition 12. Letn — 1 < v < n,n € Ny, g € C'a,b], and let X € AC[a,b]
be an uncertain process and C; be a Liu process. Assume that the functions f, h : [a, 00) X
R — R are continuous. Then the Caputo FUDE with initial conditions is defined as

. dc,
CDYIX, = f(t, X)) + h(t,Xt)d—tt, )
§'Xy|,_, =k i=01,...,n—1

Nonlinear Anal. Model. Control, 28(1):152-179, 2023
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Remark 1. All kinds of GFUDEs with initial conditions are equivalent to a class of
general fractional uncertain integral equations by Leibniz integral laws (1) and (2). That
is, the Riemann-Liouville GFUDE (4) and Caputo one (5) are equivalent to

u A

K;i V.9 v,g
X Z V —1 + 1) + a’[t f(t7 Xt) +a It h(t, Xt)

(9 —9@)”’“ o7 [ 00 = 99)" 96 (5. X s

I
M-I
I

~ TIv-i+l) I(v
+ ﬁ/ (9(t) — 9(8))V_1g/(8)h(s,Xs) ac,
and ‘
. rz:o W + ol f (4 Xe) o IR Xy)
n—1 . t
_ (g(t) — g(a))'k; 1 _
4 T+ T / (9(t) —9(s)" g'(s)f (s, Xs)ds
+ ﬁ/ (9(t) - 9(8))V_1g/(s)h(s7Xs)dCS7
respectively.

Generally, since the initial value condition of Caputo-type fractional differential equa-
tions is similar to one of integer order, which can more conveniently model physical
phenomena in practice. In the next section, we only focus on discussing the properties of
Caputo GFUDE. Certainly, for Riemann-Liouville GFUDE, the similar results also can
be obtained in the same way.

Theorem 1. Let v > 0 be a real number withn — 1 < v < n, n € Ny. Assume that
the functions (1(t) and o (t) defined on [a, T| are continuous, X is a real number and Cy is
a Liu process. Then the Caputo GFUDE with initial conditions

dC}

dt ’ (6)
=Ky, 1=0,1,...,n—1,

CDyIXy = AXy + plt) + o(t)——

6iXt |t:a

has a solution

X = Z_: (g(t) - g(a))iHiEu,i+1()\, (g(t) — g(a))u)

4 / (9(t) = 9(5)" " Euu (M (9(t) — 9() Yu(s)g/ () ds + Py (D)

https://www.journals.vu.lt/nonlinear-analysis
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where
t

Pi= [ 90~ 9(6)" " Euu (A (916) ~ 9(5)" o)/ (5)4C.

a

is a normal uncertain variable for each time t, and

P, ~ N<0, / [(9(t) = 9(5))" " Ev (N, (9(8) — (@) Yo (s)|g'(s) d8>-

Proof. Obviously, according to Definition 12, the solution of (6) should satisfy

Xy = ; (g(ti—‘(z i(cll;)lm + F(ly) / (Q(t) - g(s))"*lg/(s) (/\Xs 4 u(s)) ds

1 / v—1 ,
+ i [ 60— ) 7 ot dC .

a

Therefore, for X, provided by (7), we obtain

o7 @0 =9 g (92 s

a
n—1 n—1

= (g(t) — g(a))iHiEu,iH (X, (9(t) — g(a))”) — A

v—1
-1 ] 00 =) () (5) s ©
The the proof is given in Appendix A.

Nonlinear Anal. Model. Control, 28(1):152-179, 2023
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Therefore, from Egs. (8) and (9), the solution of (6) is equivalent to

Xy = i (9(t) — g(a))i":iEu,iJrl (A (g(t) — g(a))")
1=0
+ [ (9(t) = 9()" " Euu (N, (9(t) = g(s))” Y u(s)g' () ds
+ [ (9(t) = g(5)" B (N (9(t) — 9(5))” o (s)g'(s) ACy
Then let

t

Pi= [ (60~ 99)" " o (0 (910) — 5(9)" o) (5)4C.

a

According to Lemma 4, we can conclude

P, ~N<07 /\(g(t) —9())" B (A (9(t) —g(a))”)U(S)}g’(S)ds)

which completes the proof. O

4 Existence and uniqueness

In this section, we present the existence and uniqueness theorems of solution of Caputo
GFUDE and prove that unique solution is sample-continuous.

Theorem 2. The GFUDE (5) has a unique solution if the coefficient functions f and
h: [a,00) x R — R satisfy the Lipschitz condition

|f(t, ) — f(t,y)|+ |h(t,z) = h(t,y)| < Llz —y| Vo,y R, a<t,
and the linear growth condition
|f(t,2)| + |n(t,2)| < L(1+|z]) VzeR, a<t,
where L is a positive constant. Furthermore, the unique solution is sample-continuous.

Proof. First, the successive approximation method is employed to prove the existence of
solution of GFUDE (5) with initial conditions. We adopt Picard’s method as follows:

X _ 5 ) —s@)'n:

24T+ 1)

https://www.journals.vu.lt/nonlinear-analysis
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and

i) = 3 A o [0 =) o o)1 (e. X1) s

— I'(i+1) I'(v)

1 / v—1 , n B
s [ (60— ) S (s, X0 dC, m=01,2..

a

For any sample v, we can set

St(n)( )7 max |X(n+1)( )*qun)(’}/ﬂv n=0,1,2,...,

a<u<st

which satisfies

5 () < LEH KON = g(a (

T'(nv+1)

2 csatel)
=0

where a < t < T, T is an arbitrary constant. The proof can be seen in Appendix B.
Therefore, for any 7, we construct function term series

— ((1+ K( v L( (t) —g(a))”)" — (g(t) — g(a))'k;
T;) I(nv+1) (1 + ; T(i+1) )

S )L(g(T) — g(a))*)" & (9(T) — g(a)) ki
\Z ny+1) <1+ ; I(i+1) >
= By (14 K()L(o(T) — g(a))") (14| 5 W) o +(f))) )

1=0

Since the Mittag-Leffler function E,, 1 ((1 + K (7))L(g(T) — g(a))¥) is a convergent
positive series, the sequence of functions X,;"’, n = 0,1,..., converges uniformly in
[a, T'] by the Weierstrass discriminance. Hence, for any +, we have

Xi(7) = lim X" (y), te[a,T],

n—oo
and
e [Xu()| < 3 max [X 0 () - XD ()] + max X0 0)]

< Ena((1+K()L(g(t) — g(a)”)

& (9(t) — gla))'k & (9(t) — ga)) ki
><<1+ ;—F(Hl) >+ ;—F(Hl) . (1)

Since Xt("), n = 0,1,..., are uncertain variables for each time ¢ € [a,T], then the
solution of (5) is an uncertain process by Lemma 6.

Nonlinear Anal. Model. Control, 28(1):152-179, 2023
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Next, we present the uniqueness of solution of GFUDE (5). For each -, suppose X ()
and X (vy) are the solutions of GFUDE (5) with the same initial value. We give

[ Xe(v) = X7 ()]

w7 ] 00 = 9()" (5. X0) = Fls. X)) s

T F(ly) / (9(t) — 9(5))V_19/(5)(h(3vX8) — h(s,X}))dCs| (by Lemma 5)
< LERODL [ y0) - g(o) g 0 Xulo) - X)) s

a

From Lemma 3 (generalized Gronwall inequality) it follows | X; () — X; ()| < 0, which
means the solution of GFUDE (5) is unique.

Finally, we claim the unique solution is sample-continuous. Assume a < w < t. For
any vy, we get

| X:(7) = Xu(7)|

=0
1 / v—1 ,
+m/(§(ﬂ— ()" g (5)f (5, X5 (7)) ds
1 / v—1 ,
+F(V)w/(9(t)—g(8)) (s)h(s, Xo(7)) dC4
+1/“’(( (1) = 9()"" = (9(w) = 9())" 1) g ()F (5. Xu(7)) d
) J glt) —g\s g(w) —g(s g'(s)f (s, Xs (7)) ds
+1/“’(( (1) —9()" — (9(w) — g(s)" ") g ()h(s, Xs(7)) dC
I'(v) g g\s glw g (s)h(s, Xs(y )
t

https://www.journals.vu.lt/nonlinear-analysis
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From (11) we have

| X () — Xu (7))

E2(g(t) — 9(a))' — (9(w) — g(a))’
: ; L(i+1) i
+ W({V(;»L(l +E,1((1+K(#)L(g(t) — g(a))”))
: (” _ S T ) ( [ (ot = ate)" g (5) s
1=0

w
w

4 / ((96) - 9(5))" ™" = (9(w) — 9())" ) () ds>

a

= (a))" = (g(w) — g(a))’
; LG+ 1) "
4 (uK+ ))) (14 Eua((14+ K()L(g(t) — 9(a))"))
x < ZHI)H >((g(t)—g(a))u— (9(w) = g(a))").
=0

Hence, | X (v) — Xu ()] — 0 asw — ¢, and then X is sample-continuous. As a result,
the existence and uniqueness theorems are proved. O

5 «-path of general fractional uncertain differential equations
In this section, the definition of a-path of the Caputo GFUDE is given, and relationship
between a-path and solution of Caputo GFUDE is discussed.

Lemma 9 [General first comparison principle]. Suppose that continuous functions
q(t,z) and Q(t,x) defined on 2 = [a,T] X R satisfy Lipschitz condition with respect
to x. Let © = ¢(t) and (t) be the solutions of the following Cauchy problems (0 <
n—1<v<n):

CDYIx(t) = q(t,x(t)),
§'x(t)i=q = ki, i=0,1,...,n—1,

CDyIx(t) = Q(t, (1)),
§x(t)jmq = ki, i=0,1,...,n—1,

(E1)

(Ez)

respectively. If the inequality q(t, ) < Q(t, x) holds, then we get ¢(t) <¢(t), t € (a,T).
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Proof. For the continuous functions ¢(¢, z) and Q(¢, z), the Cauchy problems (E;) and
(E>) are equivalent to the following Volterra integral equations:

gl 1
o= G / (900) — (5))* "9/ (s)as,6(s)) ds
and
) gl 1
o) = X PG iy [ 00 =06 600 e) s

o(t) — o(t) = F(ly) / (9() = 9(s)" " 9" (5)[Q(5, 0(s)) — (s, 6(s))] ds.

Then, for any ¢ € (a,T], there always exists a small enough number ¢ > 0 that
satisfies

o(t) — (1) = ﬁ (96) = 9(s)" g/ (5)[Q(s,0(5)) — (s, 6(5))] ds
" (1) / (9t) ~ 9(5)" 9/ (5)[ Q5. 2(5)) — als, 6(s))] ds
— QLA SO (yft) - g(6)* o' (5) s
1 / v—1,
+ 557 | (600 = 99) 9 () [Qs. () — a(s6(5)] ds
> QUL = a4 0) - @) - (at0) — ot~ )]
+ s o) — gt - )
> 0,
where s* € [a, t — €] and o.(t) = infsc—c, 71{Q(5,0(5)) — q(s,¢(s))}. Whent = a,
©(t) — ¢(t) = 0 holds. This proof has been completed. O

Lemma 10 [General second comparison principle]. Suppose that continuous functions
q(t,x) and Q(t,x) defined on 2 = [a,T] x R satisfy Lipschitz condition with respect
to x. Let x = ¢(t) and ¢(t) be the solutions of the Cauchy problems (E;) and (E»),
respectively. If the inequality q(t, x) < Q(t, x) holds, then we have ¢(t) < ¢(t).
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Proof. First, an initial value problem is constructed as follows:

CDYIx(t) = Qt,z(t)) +9,

, (E2)
8x(t)|tma = ki, 1=0,1,...,n—1,

where 6 > 0 is a small constant. There exists a positive finite constant 6. When 0 < 6 <
6o, the function Q(¢,x(t)) + 6 is still continuous and satisfies Lipschitz condition with
respect to x. Let = g (t) be the unique solution of Cauchy problem (Eg).

Since ¢(t,z) < Q(t, x), then it always holds that ¢(¢t,2) < Q(t,x) + 6 for any
constant § > 0. Hence, from Lemma 9 we have ¢(t) < @y(t), t € (a,T.

While the constant § — 0, we can obtain ¢(t) < ¢(t), which finishes the proof. [

Definition 13. Suppose « € (0, 1). The a-path of a Caputo GFUDE (5) with initial value
conditions

, ac
aCDt 7gXt = f(t>Xt) + h(t7Xt)Ttt7

8" Xiltma = ki, 1=0,1,...,n—1,

is a deterministic function X;* of ¢, which solves the corresponding GFDE with the same
initial value conditions

SDYIXy = f(t, Xy) + |h(t, X)) |27 (),
where &~ () denotes the inverse standard normal uncertainty distribution, namely,

o Ha) = ﬁ In 2

b
T 11—«

0<a<l1.

Theorem 3. Suppose functions f,h : [a,T] x R — R are continuous. If X; and X2 are
the solution and a-path of Caputo GFUDE (5) with initial value conditions, respectively,
then we can conclude

M{X, < XP Vte [0, T]} =«
and

M{X; > XP Vtea, T} =1- o
Proof. First, the time interval [a, T'] for each X (t) € R can be divided into

TH={tela,T]|n(tX() >0}
and
T-={telaT)|h(t,X{) <0},

which holds 7+ N7~ =@and T+ UT~ = [a,T].
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Denote two sets

d
St = {»y ’ C(';E’y) <& () forany t € T*}
and
Sy = {7 ‘ dc;;t(’Y) > & !(a)forany t € T_},

where @71 («) is the inverse standard normal uncertainty distribution. Obviously, 7+ and
T~ are disjoint, and Liu process C; has independent increments. So, we can obtain

M{SH}=a, M{S}=a, M{SfNST)=a.
For any v € S N Sy, it always satisfies that

dOt(’Y)
de

h(t, X(t)) < |t X(@)|2 7 () VtE [a,T).

According to Lemma 10, X; and X* are the unique solutions of

CDPIX (D) = £, X () + h(t, X(0) L i e fo,7]

and
SDYIX(t) = f(6, X)) + |h(t, X ()| (o) VtE [a,T]

with the same initial value conditions, respectively, so that X; < X;* always holds. Since
ST NSy c{X; < X2 Vt € [a,T]}, from the monotonicity theorem we can get

M{X, < XP Vtea, T} > M{Sf NS} =a (12)

Next, we can also define the sets

dc,
Sy = {7 ’ 75157) > @~ !(a) forany t € T*}
and
dC
Sy = {7 ‘ # <@ !a)forany t € T‘}.

Similarly, since Liu process C; has independent increments, we have
M{SFt=1-a, M{S;}=1-0a, M{STNS;}=1-oa
For any v € S3 NS, , it obviously satisfies that

dCy(v)

h(t’ X(t)) dt

> |n(t, X(¢)|2 (o) VtE [a,T].
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From Lemma 9 we can derive X; > X{. Since S5 N S; C {X; > X2 Vt € [a,T]}
always holds, then we get

M{X, > X Ve [a, T} 2 M{S3 NSy} =1-a. (13)

Obviously, notice that {X; < X Vt € [a,T]} and {X; € X Vt € [a,T]} are
opposite events, which satisfy

M{X, < XP Vte[a, T} + M{Xy £ X Vt € [a,T]} =

Here {X; > X Vt € [a,T]} C {X; 2 X Vt € [a,T]} is true. Therefore, by use of
monotonicity theorem we conclude

M{X, < X7Vt € [a, T+ M{X, > X Vt € [a,T]} < (14)
From inequalities (12), (13) and (14) we can derive

M{X, < X Vte [a,T]} =«
and
M{X, > X Ve [a,T)} =1-aq,

which completes the proof. O

Theorem 4. Suppose functions f,h : [a, T| x R — R are continuous. Let X; and X by
the solution and a-path of Caputo GFUDE (5) with initial value conditions, respectively.
Then an inverse uncertainty distribution of X; can be given as

7 a) = X

Proof. Obviously, it always holds that { X; < X} D {X,,, < X% Vm} and {X; > X} D
{Xm > X2 ,Vm} for each time ¢ € [a,T]. According to monotonicity and Theorem 3,
we can obtain

M{X; <

> M{Xm < X5 Vm} =«
M{Xt > Xa >

M{X,, > X2 Vm} =1—-a.

X'}
}

Since {X; < X7} and {X; > X} satisfy M{X; < X} + M{X, > X} =1,
we have

M{X, < XP}=a

for each time ¢ € [a, T'], which finishes the proof. O
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6 Expected value of a monotone function

Theorem 5. Letn —1 < v < n,n € Ny, X € AC}[a,b] be an uncertain process and
C be a Liu process. Assume that the functions f and h : [a,00) X R — R are continuous.
Assume that X; and X;* are the solution and o-path of the Caputo GFUDE (5) with
initial conditions

dC;,

dt’

' Xilima = ki, 1=0,1,...,n—1,

CDYIX, = f(t, Xy) + h(t, X;)—

respectively. Then a monotone function J(x) is strictly increasing (decreasing). So, we

have
E[J(Xy)] = /J(Xf‘)da (/J(X}‘“)da).

0 0
Proof. According to Theorem 4, one means that the solution X; has an inverse uncertainty
distribution ¥, ~!(a) = X{. Due to Lemma 7, for the strictly increasing or decreas-

ing monotone function J(X;), the corresponding inverse uncertainty distributions are
Y7 o) = J(X&) and 17 (@) = J(X} %), respectively.
Naturally, using Lemma 8, we can derive

1 1
:/T;l(a)daz/J(Xg
0 0
1 1
:/Tt_l(l—a / X1 “
0 0

which finishes the proof. O

and

Remark 2. If J(X;) = X, then the expected value of uncertain variable X, for each
t € [a, T can be obtained by E[X;] = fol X¢ da

Example. In this subsection, we first introduce a fractional model to describe aftershock
frequency in real life, that is, temporal decay feature of aftershocks is characterized by
the fractional reactive equation [11,24]

°DYX; = 2X;, 0<wv<l,
Xt|t:a, = Ko-
Based on the uncertainty theory, the aftershock frequency is assumed to follow the FUDE

ac
“DVYXy = AX; + 0—t

T O<v<l,

Xt‘t:a = Ko,

where the parameters A and o > 0 are constant.
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To reveal the significance of general memory effects in real world, we consider that
temporal decay feature of aftershocks frequency obey the following linear Caputo GFUDE
with initial condition:

dC
Cnyv,g t
D7 X, =AX; +o 0 < 17
at’t t t 1t 3 <v (15)

Xt|t:a = Ko-

Obviously, the coefficient functions f(¢, X;) = AX; and h(¢, X;) = o satisfy the
Lipschitz and linear growth conditions. Using Theorems 1 and 2, the linear Caputo
GFUDE (6) with initial condition has a unique solution, that is,

X = HoEy,l(Aa (g(t) - g(a))y)

‘o / (9(t) — 9(5))" " Eu (0, (9(0) — 9(5))" ) (5) dCs.

a

Furthermore, according to Definition 13, the corresponding c-path (X7*) of the Ca-
puto GFUDE (15) should satisfy the following GFDE with the same initial value condi-
tion:

CDVIXE = AX2 + 0P (),

. (16)
Xt |t=a = Ko,
where &~ (a) denotes the inverse standard normal uncertainty distribution, namely,
@—1(0[):@111 a , 0<a<l
T 11—«
Hence, the analytical form of the solution of GFDE (16) can be solved as
X7 = roEy1 (N (9(t) — 9(a)")
t
v—1 v —
o [ (9= 96)" B (A (910) = 5(5))" ) )/ (5) .

Especially, let parameters A = —0.4 and ¢ = 1, and set the initial conditions a = 1,

ko = 10 and v = 0.85. Note that when the general kernel function g(t) is given a special
function (for example, g(t) = t, Int, e* and t# /3) shown in Fig. 1, the uncertain variable
for time t; = 2 of GFUDE (15) may have different uncertainty distributions.

7 Conclusions

In this study, a class of GFDEs driven by Liu process (GFUDE) is proposed. Existence
and uniqueness theorems are given, respectively. Then the relation between a-path and
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Figure 1. Uncertainty distributions of X¢; with different memory effects.

solution of GFUDE is proved that the known GFUDE can be transformed into a class of
GFDEs with the same initial conditions. In addition, a theorem is given to calculate the
expected value of a monotone function. A numerical example is provided to declare that
GFUDE can be reduced to various fractional uncertain ones within some specific kernel

functions, for instance,
e For g(t) = t, the GFUDESs (4) and (5) can be reduced as the Riemann-Liouville

FUDEs and Caputo FUDE:s, respectively [35].
e For g(t) = Int, the GFUDE (5) can be reduced as the Caputo—Hadamard FUDEs

[16].
e For g(t) = ¢, an Exp FUDE can be newly proposed (see Fig. 1).

On the other hand, as an inverse problem, parameter estimation of FUDEs based on
observed data is popular very recently, which is also demonstrated to be more accurate
than UDEs [28]. In the nearest future, we will consider the parameter estimation of
GFUDEs. The study will determine which fractional derivative operator with memory

effects is more accurate under uncertain assumptions.

Appendix A
For X provided by (7), we obtain

t

1 v—1 ,
o / (9(t) — 9(5))" g/ (5)A X, ds
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+ % / (a(t) — 9())" g/ (5)A
x ( / (9(5) — g()" " Eu (A, (g0s) — 9(1))" o ()g'( >dc>
= Dy + Dy + Ds. (A.17)

In order to simplify (A.17), we have

X <z - 5 .

(b= Ziii :§E23 )

L AT —gla)
_ 1 ’%(Z STy /(l—u) u +du>

i=0 m=0 0
5 e S A (1) — ga) D
=2 (o)~ 0(@)'® 32 i 141D
=2 (9(t) = 9(a)) ki Brir (A, (9(1) > z+1
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L A (g(h) — gl
=57 [ 10 > g ()ar

1
% /(1 _ n)y—lnm,u+u—1 dTl

0
(bvn = 2525

3

. m+1 —alr (m+1)v
s R

m=0
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Hence, Eq. (9) can be obtained.

Appendix B

According to mathematical induction, for n = 0, we get

50() = max [XM () - X ()]

a<u<st

5 [ (6= 667 605 6. X0 ) s

*ﬁﬂ/@@—ww“ﬂwwxwmm@
< max s [ (o) = 0() g (9] (5. X0 )| s
K(y) |

+ e 0 [ (o) = 0(5) @), XV0) s

a

(by Lemma 5)

t
1

<m/(g<t)—g<s>)” ()£ (5. XO (7)) | ds

t

20D [ 0 - a00) e X0 ) s

a

_ (1 K()LO+[XY)) |

< o [ (o) = ats)" g5 s

a

(by linear growth condition)

_ (1+ KL (g(t) - g(a) <1+

n—1

Z; T

I'v+1)

) |

Nonlinear Anal. Model. Control, 28(1):152-179, 2023

175


https://doi.org/10.15388/namc.2023.28.30479

176 C. Luo et al.

Then we assume that inequality (10) for n — 1 is still valid, that is,

St(n_l)( ) = max |X (n) _ X("_1)|

a<u<st

[L(1 4+ K())(g(t) — g(a)"]" "
S T((n — v + 1) (H

Then we can prove

= (g(t) — g(a))'k;
D T(i+1)

1=

S (v )= max [ X0 () = X ()

T adnst r(ly)/(g(“)— ()" g () (£ (5, X () — £ (5. XD (7)) ds
L vl (n) (n—1)
+p(y)/(9<U>—9<S>) g'(s)(h(s, X{ (7)) =h(s, X" V(7)) dC

t
1

<W)/ (9()=9())" " g ()| (5, X () = F (5, X"~ ()| ds

a

+I§<(3>)/ (9()=9(5))" g ()| (s, XM (3)) ~h(s, X"V (7)) | ds

a

S (Hl“i()wa/(g(t)g@))y ()L XM () =XV ()] ds

_ (K@) L™ (9(t) —g(@)"™ .
= rwr'((n—1r+1)

 T(i+1)

(1 _n)u—ln(n—l)u d’l’],

X
O\H

9(t)—g(a) [(nv+1)

which implies that inequality (10) is true.

g(s)—g(a) _ (14K (7)) L(g(t)—g(a) (
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