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Abstract. We study the existence of multiple positive solutions for a nonlinear third-order
differential equation subject to various nonlocal boundary conditions. The boundary conditions
that we study contain Stieltjes integral and include the special cases of m-point conditions and
integral conditions. The main tool in the proof of our result is Krasnosel’skii’s fixed point theorem.
To illustrate the applicability of the obtained results, we consider examples.

Keywords: third-order nonlinear boundary value problems, nonlocal boundary conditions,
existence of positive solutions, Green’s function, Krasnosel’skii’s fixed point theorem.

1 Introduction

We study the existence of multiple positive solutions for the nonlinear third-order differ-
ential equation

x′′′ + f(t, x) = 0, t ∈ (0, 1), (1)

subject to the nonlocal boundary conditions

x(0) = 0, x′(0) = 0, x(1) = λ[x], (2)

where λ[x] =
∫ 1

0
x(t) dΛ(t) is a linear functional on C[0, 1] given by Stieltjes integral

with Λ a suitable function of bounded variation. Boundary conditions (2) include as spe-
cial cases multipoint conditions and integral conditions. We do not suppose that λ[x] > 0
for all x > 0, but we allow dΛ to be a signed measure. This makes it possible for us
to use coefficients in multipoint conditions of both signs and to use functions in integral
conditions that may change the sign. Of course, we need the requirement λ[x] > 0 for
any positive solution x.
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Throughout the paper, we assume that f : [0, 1] × [0,∞) → [0,∞) is continuous.
By a positive solution of (1), (2) we understand C3[0, 1] function, which is positive on
0 < t < 1 and satisfies differential equation (1) for 0 < t < 1 and boundary condi-
tions (2). Since f(t, x) is not defined for x < 0, every solution of (1), (2) is nonnegative.
Using additional conditions on dΛ, we will show that every nonnegative nontrivial solu-
tion of (1), (2) is positive.

In fact, our main result states that for each given positive integer n, we can specify f
so that problem (1), (2) has at least n positive solutions. The approach we will use to get
this result is one that is commonly used. First, we rewrite problem (1), (2) as an equivalent
integral equation by constructing the corresponding Green’s function. Then we define an
operator in a suitable cone of nonnegative continuous functions, and hence the problem
turns into finding fixed points of the operator. Finally, we prove the existence of multiple
fixed points in the cone using Krasnosel’skii’s cone compression and expansion theorem
of norm type [2, 5], which we state here for convenience.

Theorem 1. Let E be a Banach space and K ⊂ E be a cone in E. Assume that Ω1 and
Ω2 are open subsets of E with 0 ∈ Ω1 and Ω1 ⊂ Ω2, T : K ∩ (Ω2 \ Ω1) → K is
a completely continuous operator such that

(A) ‖Tx‖ 6 ‖x‖ for all x ∈ K ∩ ∂Ω1, and ‖Tx‖ > ‖x‖ for all x ∈ K ∩ ∂Ω2, or
(B) ‖Tx‖ > ‖x‖ for all x ∈ K ∩ ∂Ω1, and ‖Tx‖ 6 ‖x‖ for all x ∈ K ∩ ∂Ω2.

Then T has a fixed point in K ∩ (Ω2 \Ω1).

The study of the existence of solutions to boundary value problems is often associated
with rewriting the problem as an equivalent integral equation by the construction of
the corresponding Green’s functions. Thus, the concept of Green’s functions plays an
important role in the theory of boundary value problems. A survey of results on the
Green’s functions for stationary problems with nonlocal boundary conditions is presented
in [8]. Green’s functions for third-order boundary value problems with different additional
conditions were studied in [7].

There are several reasons for studying the existence of positive solutions for prob-
lem (1), (2). First, boundary value problems with nonlocal boundary conditions have
attracted increasing attention in recent decades due to their important role in various
branches of applied mathematics. Nonlocal boundary conditions are often the result of
measurements at multiple locations that can be combined to get more accurate models.
Let us mention some recent achievements in the field of nonlocal problems. In [1], the
authors investigate the Sturm–Liouville problem with one classical and another nonlocal
two-point boundary condition. In [9], the authors obtain asymptotic formulas for eigen-
values and eigenfunctions of the one-dimensional Sturm–Liouville equation with one
classical-type Dirichlet boundary condition and integral-type nonlocal boundary condi-
tion. In [11], the author proves the existence of multiple positive solutions of nonlinear
second-order nonlocal boundary value problems with a nonlinear term having derivative
dependence. In [6], the authors solve the two-dimensional nonlinear elliptic equation with
the boundary integral condition depending on two parameters. The next reason is that
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namely positive solutions to boundary value problems frequently occur in applications.
In [3], the authors investigate the existence of positive solutions for a cantilever equation
subject to nonlocal and nonlinear boundary conditions. In [4], the authors study the
existence of nonnegative solutions for a system of impulsive differential equations subject
to nonlinear, nonlocal boundary conditions. In [10], the author considers the existence of
positive solutions to a higher-order boundary value problem with nonlocal conditions.
In [12], the authors establish the existence of multiple positive solutions of nonlinear
second-order equations subject to various nonlocal boundary conditions. In [13], the
authors give a new unified method of establishing the existence of multiple positive
solutions for a large number of nonlinear differential equations of arbitrary order with any
allowed number of nonlocal boundary conditions. In [14], the authors study the existence
of positive solutions for second-order equations subject to various nonlocal boundary
conditions. We would like to highlight the papers [10, 12, 13] that motivated the present
investigation and from which many ideas were taken. For instance, we use a similar cone
of nonnegative functions in the proof of our main result, but we use somewhat different
conditions on the nonlinearity in the equation.

The paper contains three sections besides the Introduction. In Section 2, we rewrite
the main problem as an equivalent integral equation by constructing the corresponding
Green’s function. Also, we give some inequalities for the Green’s function here. In Section
3, we prove our main theorem on the existence of multiple positive solutions for the
problem. In Section 4, we consider examples to illustrate the applicability of our main
result.

2 Equivalent integral equation

Proposition 1. Assume that λ[t2] 6= 1. A function x = x(t) is a solution of boundary
value problem (1), (2) if and only if x is a solution of the integral equation

x(t) =

1∫
0

H(t, s)f
(
s, x(s)

)
ds, 0 6 t 6 1. (3)

Here H(t, s) denotes Green’s function for the equation x′′′ = 0 with boundary condi-
tions (2) and is explicitly given by

H(t, s) = G(t, s) +
t2

1− λ[t2]
Γ (s),

where

G(t, s) =
1

2

{
s(1− t)((1− s)t+ (t− s)), 0 6 s 6 t 6 1,

t2(1− s)2, 0 6 t 6 s 6 1,

and Γ (s) =
∫ 1

0
G(t, s) dΛ(t). By a solution of (3) we understand C[0, 1] function that

satisfies integral equation (3) for 0 6 t 6 1.
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Proof. Suppose that x(t) is a solution to problem (1), (2), then x′′′(t)+ f(t, x(t)) = 0 or
x′′′(t) + h(t) = 0, where h(t) ≡ f(t, x(t)). Integrating the equation x′′′(t) + h(t) = 0
thrice, we get

x(t) = x(0) + tx′(0) +
1

2
t2x′′(0)− 1

2

t∫
0

(t− s)2h(s) ds.

Since x(0) = 0 and x′(0) = 0, we have x(t) = t2x′′(0)/2 −
∫ t
0
(t − s)2h(s) ds/2. Let

us find x′′(0), using the condition x(1) = λ[x]. So x′′(0) =
∫ 1

0
(1− s)2h(s) ds+ 2λ[x].

Thus we get

x(t) =
1

2

1∫
0

t2(1− s)2h(s) ds+ t2λ[x]− 1

2

t∫
0

(t− s)2h(s) ds

= t2λ[x] +
1

2

t∫
0

s(1− t)
(
(1− s)t+ (t− s)

)
h(s) ds+

1

2

1∫
t

t2(1− s)2h(s) ds

= t2λ[x] +

1∫
0

G(t, s)h(s) ds = t2
1∫

0

x(t) dΛ(t) +

1∫
0

G(t, s)h(s) ds.

Since

1∫
0

x(t) dΛ(t) =

1∫
0

t2

( 1∫
0

x(s) dΛ(s)

)
dΛ(t) +

1∫
0

( 1∫
0

G(t, s)h(s) ds

)
dΛ(t)

=

1∫
0

t2 dΛ(t)

1∫
0

x(s) dΛ(s) +

1∫
0

( 1∫
0

G(t, s) dΛ(t)

)
h(s) ds,

we get
1∫

0

x(t) dΛ(t) =

∫ 1

0
(
∫ 1

0
G(t, s) dΛ(t))h(s) ds

1−
∫ 1

0
t2 dΛ(t)

,

and therefore,

x(t) =

1∫
0

G(t, s)h(s) ds+
t2

1− λ[t2]

1∫
0

Γ (s)h(s) ds =

1∫
0

H(t, s)f
(
s, x(s)

)
ds,

or x(t) is a solution of (3).
Now let x(t) be a solution of integral equation (3). To show that x(t) is a solution to

problem (1), (2), one can differentiate thrice equation (3) and verify the continuity.
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Remark 1. In the proof of Proposition 1, Green’s function H was constructed directly.
In [7], the reader can find another way of constructing Green’s functions for such types of
problems.

Now we prove some inequalities for the functions G and H .

Proposition 2. For all (t, s) ∈ [0, 1]× [0, 1], we have

0 6 G(t, s) 6
s(1− s)2

2(2− s)
= Φ(s).

If (t, s) ∈ (0, 1)× (0, 1), then
G(t, s) > 0.

Proof. Inequalities G(t, s) > 0 and G(t, s) > 0 are obvious.
Let us find the maximum of G(t, s) for each s with respect to t.
For 0 6 s 6 t 6 1, the maximum occurs at t = 1/(2− s) and is equal to s(1− s)2/

(2(2− s)).
If 0 6 t 6 s 6 1, the maximum occurs at t = s and is equal to s2(1− s)2/2.
Since for all s ∈ [0, 1],

s2(1− s)2

2
=
s(2s− s2)(1− s)2

2(2− s)
6 max

06s61

(
2s− s2

)s(1− s)2
2(2− s)

=
s(1− s)2

2(2− s)
,

we get the proof.

Proposition 3. For all (t, s) ∈ [1/2, 13/14]× [0, 1], we have

G(t, s) >
1

4

s(1− s)2

2(2− s)
=

1

4
Φ(s).

Proof. For M1 = {(t, s): 1/2 6 t 6 13/14, 0 6 s 6 1, s 6 t}, we have

min
M1

G(t, s)

Φ(s)
=

13

49
.

If M2 = {(t, s): 1/2 6 t 6 13/14, 0 6 s 6 1, t 6 s}, then

min
M2

G(t, s)

Φ(s)
=

1

4
.

Therefore,
G(t, s)

Φ(s)
>

1

4
for

1

2
6 t 6

13

14
, 0 6 s 6 1. �

Proposition 4. If λ[t2] < 1 and Γ (s) > 0 for s ∈ [0, 1], then for all (t, s) ∈ [0, 1]× [0, 1],
we have

0 6 H(t, s) 6 Φ(s) +
Γ (s)

1− λ[t2]
= Φ1(s). (4)

If (t, s) ∈ (0, 1)× (0, 1), then H(t, s) > 0.
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Proof. Inequalities H(t, s) > 0 and H(t, s) > 0 are obvious.
Let (t, s) ∈ [0, 1]× [0, 1] and consider

H(t, s) = G(t, s) +
t2

1− λ[t2]
Γ (s) 6 Φ(s) +

Γ (s)

1− λ[t2]
. �

Proposition 5. If λ[t2] < 1 and Γ (s) > 0 for s ∈ [0, 1], then for all (t, s) ∈ [1/2, 13/14]×
[0, 1], we have

H(t, s) >
1

4
Φ1(s). (5)

Proof. Let (t, s) ∈ [1/2, 13/14]× [0, 1] and consider

H(t, s) = G(t, s) +
t2

1− λ[t2]
Γ (s) >

1

4
Φ(s) +

min1/26t613/14 t
2

1− λ[t2]
Γ (s)

=
1

4
Φ(s) +

1

4

Γ (s)

1− λ[t2]
=

1

4
Φ1(s). �

Proposition 6. If λ[t2] < 1 and Γ (s) > 0 for s ∈ [0, 1], then every nonnegative nontrivial
solution x(t) of (1), (2) is positive.

Proof. Suppose that there exists t0 ∈ (0, 1) such that x(t0) = 0. Since boundary value
problem (1), (2) is equivalent to integral equation (3), we get

x(t0) =

1∫
0

H(t0, s)f
(
s, x(s)

)
ds = 0.

Since H(t0, s)f(s, x(s)) > 0 for all s ∈ [0, 1], then

H(t0, s)f
(
s, x(s)

)
= 0 for all s ∈ [0, 1].

Since H(t0, s) > 0 for all s ∈ (0, 1), we get that x′′′(s) = −f(s, x(s)) = 0 for all s ∈
(0, 1). Hence, x(s) is a polynomial of degree at most two. Since x(s) satisfies boundary
conditions (2), it follows that x(s) = 0 for all s ∈ [0, 1]. We get the contradiction.

3 Existence of multiple positive solutions

We work in the Banach space C[0, 1] endowed with the norm

‖x‖ = max
06t61

∣∣x(t)∣∣, x ∈ C[0, 1].

Let us define a cone K in C[0, 1] by

K =

{
x ∈ C[0, 1]: x(t) > 0, min

1/26t613/14
x(t) >

1

4
‖x‖, λ[x] > 0

}

https://www.journals.vu.lt/nonlinear-analysis
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and an integral operator T : K → C[0, 1] by

(Tx)(t) =

1∫
0

H(t, s)f
(
s, x(s)

)
ds, 0 6 t 6 1.

Boundary value problem (1), (2) has a solution x if and only if x is a fixed point of the
operator T . Note that T : K → C[0, 1] is a completely continuous operator.

Proposition 7. If 0 6 λ[t2] < 1 and Γ (s) > 0 for s ∈ [0, 1], then T (K) ⊂ K.

Proof. From inequality (4) it follows that for x ∈ K, (Tx)(t) > 0 on [0, 1]. For x ∈ K,
we have from (4) that

(Tx)(t) =

1∫
0

H(t, s)f
(
s, x(s)

)
ds 6

1∫
0

Φ1(s)f
(
s, x(s)

)
ds,

and therefore,

‖Tx‖ 6
1∫

0

Φ1(s)f
(
s, x(s)

)
ds. (6)

If x ∈ K, we have by (5) and (6)

min
1/26t613/14

(Tx)(t) = min
1/26t613/14

1∫
0

H(t, s)f
(
s, x(s)

)
ds

>
1

4

1∫
0

Φ1(s) f
(
s, x(s)

)
ds >

1

4
‖Tx‖.

Now we need to prove that if x ∈ K, then λ[Tx] > 0. Consider

1∫
0

H(t, s) dΛ(t) = Γ (s) +
Γ (s)

1− λ[t2]

1∫
0

t2 dΛ(t) = Γ (s) +
λ[t2]

1− λ[t2]
Γ (s) > 0.

If x ∈ K, we get

λ[Tx] =

1∫
0

( 1∫
0

H(t, s)f
(
s, x(s)

)
ds

)
dΛ(t) =

1∫
0

( 1∫
0

H(t, s)f
(
s, x(s)

)
dΛ(t)

)
ds

=

1∫
0

( 1∫
0

H(t, s) dΛ(t)

)
f
(
s, x(s)

)
ds > 0. �
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Further, we assume that 0 6 λ[t2] < 1 and Γ (s) > 0 for s ∈ [0, 1]. Let us denote

I1 =

(
max
06t61

1∫
0

H(t, s) ds

)−1
, I2 =

(
max
06t61

13/14∫
1/2

H(t, s) ds

)−1
.

Obviously, I1 < I2.
The following two propositions will be used in the proof of our main result.

Proposition 8. Suppose that there exists r > 0 such that f(t, x) 6 I1r for (t, x) ∈
[0, 1]× [0, r]. If x ∈ K with ‖x‖ = r, then ‖Tx‖ 6 r.

Proof. If x ∈ K with ‖x‖ = r, then for t ∈ [0, 1], we have

(Tx)(t) =

1∫
0

H(t, s)f
(
s, x(s)

)
ds 6 I1r

1∫
0

H(t, s) ds

6 I1r max
06t61

1∫
0

H(t, s) ds = r,

or ‖Tx‖ 6 r.

Proposition 9. Suppose that there exists r > 0 such that f(t, x) > I2r for (t, x) ∈
[0, 1]× [r/4, r]. If x ∈ K with ‖x‖ = r, then ‖Tx‖ > r.

Proof. If x ∈ K with ‖x‖ = r, then we have min1/26s613/14 x(s) > ‖x‖/4 = r/4 and
x(s) ∈ [r/4, r] for every s ∈ [1/2, 13/14]. Hence,

‖Tx‖ = max
06t61

1∫
0

H(t, s)f
(
s, x(s)

)
ds > max

06t61

13/14∫
1/2

H(t, s)f
(
s, x(s)

)
ds >

> I2r max
06t61

13/14∫
1/2

H(t, s) ds = r. �

Theorem 2. Suppose that there exist 2m constants 0 < r1 < r2 < · · · < r2m−1 < r2m,
and let α(n) = 2n− (1− (−1)n)/2, β(n) = 2n− (1+ (−1)n)/2, where 1 6 n 6 m. If

f(t, x) 6 I1rα(n) for (t, x) ∈ [0, 1]×
[
0, rα(n)

]
and

f(t, x) > I2rβ(n) for (t, x) ∈ [0, 1]×
[
rβ(n)

4
, rβ(n)

]
,

then boundary value problem (1), (2) has at least m positive solutions xn(t) such that
r2n−1 6 ‖xn‖ 6 r2n.
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Proof. If Ωk = {x ∈ C[0, 1]: ‖x‖ < rk}, 1 6 k 6 2m, then by Propositions 8, 9 we
have

‖Tx‖ 6 ‖x‖ for x ∈ K ∩ ∂Ωα(n)
and

‖Tx‖ > ‖x‖ for x ∈ K ∩ ∂Ωβ(n).

If follows from Theorem 1 that T has a fixed point in each of the setsK∩ (Ω2n \Ω2n−1).
Thus, boundary value problem (1), (2) has at least m positive solutions.

4 Examples

Boundary conditions (2) cover many cases and include m-point and integral conditions.
For instance, if Λ(t) =

∫ t
0
g(s) ds, where g : [0, 1] → R is continuous, we have

λ[x] =
∫ 1

0
x(t) d(

∫ t
0
g(s) ds) =

∫ 1

0
x(t)g(t) dt, and thus, we get integral boundary con-

dition x(1) =
∫ 1

0
x(t)g(t) dt. We do not suppose that g(t) > 0, but, of course, conditions

0 6 λ[t2] =
∫ 1

0
t2g(t) dt < 1 and Γ (s) =

∫ 1

0
G(t, s)g(t) dt > 0 are necessary.

If Λ(t) =
∑m−2
i=1 αiχ(t−τi), where τi < t, αi ∈ R, 0 < τ1 < τ2 < · · · < τm−2 < 1,

and

χ(t) =

{
1, t > 0,

0, t 6 0,

we have

λ[x] =

1∫
0

x(t) d

(
m−2∑
i=1

αiχ(t− τi)

)
=

m−2∑
i=1

αi

1∫
0

x(t) dχ(t− τi) =
m−2∑
i=1

αix(τi),

and we getm-point boundary conditions x(0) = x′(0) = 0, x(1) =
∑m−2
i=1 αi, x(τi). We

do not suppose that all αi are nonnegative. We allow coefficients αi to be of both signs,
but conditions 0 6 λ[t2] < 1 and Γ (s) > 0 are necessary.

4.1 Problems with integral boundary conditions

Example 1. Consider the problem

x′′′ + (t2 + 1), x3 = 0, t ∈ (0, 1),

x(0) = x′(0) = 0, x(1) =
5

2

1∫
0

x(t) dt.
(7)

We have f(t, x) = (t2 + 1)x3 and g(t) ≡ 5/2. Let us find

λ[t2] =

1∫
0

t2g(t) dt =
5

2

1∫
0

t2 dt =
5

6
∈ [0, 1),
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Figure 1. The solution of (7).

Γ (s) =

1∫
0

G(t, s)g(t) dt =
5

2

1∫
0

G(t, s) dt =
5

12
(1− s)2s > 0, s ∈ [0, 1],

I1 =
24

5
= 4.8, I2 =

19208

1245
≈ 15.428.

If we choose r1 = 1, r2 = 32, we get

f(t, x) 6 I1r1 for (t, x) ∈ [0, 1]× [0, r1],

f(t, x) > I2 r2 for (t, x) ∈ [0, 1]× [r2/4, r2].

Thus, by Theorem 2, boundary value problem (7) has at least one positive solution x(t)
such that 1 6 ‖x‖ 6 32. This solution (solid line), together with its antiderivative
multiplied by 5/2 (dashed line), is depicted in Fig. 1. This figure was obtained by using the
program Wolfram Mathematica 11.1. The initial conditions for this solution are x(0) =
x′(0) = 0, x′′(0) ≈ 18.11.

Example 2. Consider the problem

x′′′ + f(t, x) = 0, t ∈ (0, 1),

x(0) = x′(0) = 0, x(1) =

1∫
0

t x(t) dt,
(8)

with

f(t, x) =


33x2, 0 6 x 6 1,

717(x− 1)2 + 33, 1 6 x 6 2,
80

2
√
6−1 (
√
x− 1− 1) + 750, 2 6 x 6 25,

y(x), y(25) = 830, 25 6 x,

where y : [25,∞)→ [0,∞) is a continuous function. We have g(t) = t. Let us find

λ[t2] =

1∫
0

t2g(t) dt =

1∫
0

t3 dt =
1

4
∈ [0, 1),
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Figure 2. The solution x1(t).
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Figure 3. The solution x2(t).

Γ (s) =

1∫
0

G(t, s) g(t) dt =

1∫
0

tG(t, s) dt =
1

24
s
(
2− 3s+ s3

)
> 0, s ∈ [0, 1],

I1 ≈ 33.371, I2 ≈ 88.548.

If we choose r1 = 1, r2 = 8, r3 = 8.4, r4 = 25, we get

f(t, x) 6 I1r1 for (t, x) ∈ [0, 1]× [0, r1],

f(t, x) > I2r2 for (t, x) ∈ [0, 1]×
[
r2
4
, r2

]
,

f(t, x) > I2r3 for (t, x) ∈ [0, 1]×
[
r3
4
, r3

]
,

f(t, x) 6 I1r4 for (t, x) ∈ [0, 1]× [0, r4].

Therefore, by Theorem 2, boundary value problem (8) has at least two positive solutions
x1(t) and x2(t) such that

1 6 ‖x1‖ 6 8, 8.4 6 ‖x2‖ 6 25.

Solutions x1(t) and x2(t) (solid lines), together with
∫ t
0
s x1(s) ds and

∫ t
0
s x2(s) ds

(dashed lines), are depicted in Figs. 2 and 3, respectively. The initial conditions for
these solutions are x1(0) = 0, x′1(0) = 0, x′′1(0) ≈ 6.32 and x2(0) = 0, x′2(0) = 0,
x′′2(0) ≈ 188.

Now let us discuss the difference between conditions on nonlinearity f in Theorem 2
and in [10, Thm. 2.2]. According to [10], the problem has at least two positive solutions
if certain conditions are fulfilled, two of which are the following inequalities:

0 6 lim
x→0+

f(x)

x
< µ1, 0 6 lim

x→∞

f(x)

x
< µ1,

where µ1 is called the principal characteristic value of operator T or the principal eigen-
value of the corresponding boundary value problem. We see that the first inequality is
fulfilled, but the second one is not fulfilled because limx→∞ f(x)/x can be every nonneg-
ative number in our example. Also, the author would like to mention that our conditions
allow us to get an estimate of the norm for positive solutions to the problem.
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Figure 4. The solution of (9).

Example 3. Consider the problem

x′′′ + x5 = 0, t ∈ (0, 1),

x(0) = x′(0) = 0, x(1) = −
1∫

0

x(t) sin 2πt dt.
(9)

We have f(t, x) = x5 and g(t) = − sin 2πt. Note that g changes its sign on [0, 1]. Let us
find

λ
[
t2
]
=

1∫
0

t2g(t) dt = −
1∫

0

t2 sin 2πtdt =
1

2π
∈ [0, 1),

Γ (s) =

1∫
0

G(t, s) g(t) dt = −
1∫

0

G(t, s) sin 2πtdt =
sin2 πs

4π3
> 0, s ∈ [0, 1],

I1 ≈ 37.197, I2 ≈ 95.68.

If we choose r1 = 2, r2 = 20, we get

f(t, x) 6 I1r1 for (t, x) ∈ [0, 1]× [0, r1],

f(t, x) > I2r2 for (t, x) ∈ [0, 1]×
[
r2
4
, r2

]
.

Thus, by Theorem 2, boundary value problem (9) has at least one positive solution x(t)
such that 2 6 ‖x‖ 6 20. This solution (solid line), together with −

∫ t
0
x(s) sin 2πsds

(dashed line), is depicted in Fig. 4. The initial conditions for this solution are x(0) =
x′(0) = 0, x′′(0) ≈ 14.95.

4.2 Three-point problems

If λ[x] = αx(τ), where α ∈ R and τ ∈ (0, 1), then we get three-point boundary
conditions x(0) = x′(0) = 0, x(1) = αx(τ). Let us determine the restrictions to be
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Figure 5. The solution x(t) of (10).

placed on α so that the conditions 0 6 λ[t2] < 1 and Γ (s) > 0, s ∈ [0, 1], are satisfied.
Since λ[t2] = ατ2, we get 0 6 ατ2 < 1. Since Γ (s) =

∫ 1

0
G(t, s) dΛ(t) = αG(τ, s),

then for Γ (s) > 0, we need

αs(1− τ)
(
(1− s)τ + (τ − s)

)
> 0 for 0 6 s 6 τ < 1,

ατ2(1− s)2 > 0 for 0 < τ 6 s 6 1,

or α > 0. The total requirement is therefore

0 6 ατ2 < 1.

Example 4. Consider the problem

x′′′ + ex − 1 = 0, t ∈ (0, 1),

x(0) = x′(0) = 0, x(1) = 3x

(
1

2

)
.

(10)

We have f(t, x) = ex − 1, α = 3, τ = 1/2, and ατ2 = 3/4 ∈ [0, 1). Let us find

I1 = 4, I2 ≈ 16.047.

If we choose r1 = 2, r2 = 24, we get

f(t, x) 6 I1 r1 for (t, x) ∈ [0, 1]× [0, r1],

f(t, x) > I2 r2 for (t, x) ∈ [0, 1]×
[
r2
4
, r2

]
.

Thus, by Theorem 2, boundary value problem (10) has at least one positive solution x(t)
such that 2 6 ‖x‖ 6 24. This solution (solid line), together with 3x(t) (dashed line),
is depicted in Fig. 5. The initial conditions for this solution are x(0) = x′(0) = 0,
x′′(0) ≈ 19.5.
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4.3 Four-point problems

If λ[x] = α1x(τ1) + α2x(τ2), where α1α2 ∈ R and 0 < τ1 < τ2 < 1, then we get
four-point boundary conditions x(0) = x′(0) = 0, x(1) = α1x(τ1) + α2x(τ2). Since
λ[t2] = α1τ

2
1 + α2τ

2
2 , we get

0 6 α1τ
2
1 + α2τ

2
2 < 1.

Since Γ (s) = α1G(τ1, s) + α2G(τ2, s), we need

α1s(1− τ1)
(
(1− s)τ1 + (τ1 − s)

)
+ α2s(1− τ2)

(
(1− s)τ2 + (τ2 − s)

)
> 0

for 0 6 s 6 τ1 < τ2,

α1τ
2
1 (1− s)2 + α2s(1− τ2)

(
(1− s)τ2 + (τ2 − s)

)
> 0 for τ1 6 s 6 τ2,

α1τ
2
1 (1− s)2 + α2τ

2
2 (1− s)2 > 0 for τ1 < τ2 6 s 6 1.

The total requirement is therefore

0 6 α1τ
2
1 + α2τ

2
2 < 1 (11)

and
α1(1− τ1)2τ1 + α2(1− τ2)

(
(1− τ1)τ2 + (τ2 − τ1)

)
> 0. (12)

Example 5. Consider the problem

x′′′ + x5e3x = 0, t ∈ (0, 1),

x(0) = x′(0) = 0, x(1) = 2x

(
1

3

)
− 1

2
x

(
2

3

)
.

(13)

We have f(t, x) = x5e3x, α1 = 2, α2 = −1/2, τ1 = 1/3, and τ2 = 2/3. Note that α2 is
negative. All constants satisfy inequalities (11), (12). Let us find

I1 ≈ 32.685, I2 ≈ 107.55.

If we choose r1 = 1, r2 = 8, we get

f(t, x) 6 I1r1 for (t, x) ∈ [0, 1]× [0, r1],

f(t, x) > I2r2 for (t, x) ∈ [0, 1]×
[
r2
4
, r2

]
.

Thus, by Theorem 2, boundary value problem (13) has at least one positive solution x(t)
such that 1 6 ‖x‖ 6 8. This solution is depicted in Fig. 6. The initial conditions for this
solution are x(0) = x′(0) = 0, x′′(0) ≈ 5.0965. We get x(1) ≈ 0.001, 2x(1/3) ≈ 0.566,
and −x(2/3)/2 ≈ −0.565.
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Figure 6. The solution of (13).
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