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1 Introduction

The memristor was first proposed by Chua in 1971 [3] and was considered to be a com-
ponent of the relationship between circuits. Although the resistance of this component
changes with the amount of current flowing through it, when the current stops, its resis-
tance remains unchanged, with the effect of memorizing charges. At that time, research on
memristors did not attract much attention until 2008 [18], when researchers from the HP
team first made nano memristors, which had the characteristics of low power consumption
and high integration compared to traditional memories. In addition, scholars have found
that using memristors to simulate synapses in neural networks (NNs) will significantly
reduce the hardware implementation cost of NNs. Therefore, it is necessary to construct
NNs with memristors. Based on the application prospects of memristors, more and more
scholars have begun to study this device. For example, Yang et al. have studied a class
of memristors with novel BST nanostructures in [26], and He et al. have explored chaos
based on memristors in [7].

In the past few decades, there have been research achievements in fractional calculus
in the fields of optics [12], mechanics [17], signal processing [1], NNs [19], and so
on. Compared with integer-order calculus, it is more unique and irreplaceable. Firstly,
fractional order can increase the degree of freedom of the system. Secondly, due to the two
special properties of fractional-order inheritance and memory, fractional calculus is more
accurately to calculate some mathematical models. Considering the above advantages,
more and more scholars are now starting to study fractional-order NNs (FONNSs), and
have achieved significant results in [11, 15].

As far as the current research achievements are concerned, the research achievements
on memristive FONNs (FOMNNSs) are basically in the real or complex field. Different
from them, a quaternion [20] includes one real part and three imaginary parts, and its
imaginary units have no commutativity. Therefore, the exploration of quaternion-valued
FOMNNs (FOQVMNNSs) is more complex, there are very few results related to FO-
QVMNNE. In [21], Wang et al. discussed the FOQVMNNSs about M-L stability analysis,
what’s more, in [2], Chen et al. went deeply into the FOQVMNNSs on global exponential
stability.

Fuzzy NNs (FNNs) is a system composed of fuzzy neurons, which is a combina-
tion of NNs and fuzzy theory. Therefore, it has the learning ability of NNs and the
advantages of interpretability and uncertainty brought by fuzzy systems. FNNs can be
seen as systems controlled by intelligent algorithms and trained through fuzzy systems.
Therefore, the system formed by the combination of fuzzy theory and NNs is more
efficient and superior. Furthermore, it is inevitable to encounter issues such as ambiguity
and uncertainty in the process of establishing a model, and adding fuzzy terms to the
model is the most advantageous solution. In recent years, many scholars have introduced
V and A into NNs to obtain FNNs, and achieved many excellent results [14, 24, 25].
For example, a memristive FNNs (FMNN5s) system without time delay was constructed
in [24], and a general approach was used to explore the synchronization problem of the
system. In [14], the global asymptotic synchronization problem of fractional-order FNNs
for second-order terms was explored without performing first-order and second-order
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transformations. What’s more, the synchronization problem of complex valued FNNs was
discussed in [25] and was not extended to the quaternion field.

Synchronization is considered to be an important phenomenon in NNs, which can be
used to study the dynamic behavior in NNs. Therefore, it has received extensive attention
from scholars in recent years. Generally speaking, synchronization can be divided into lag
synchronization [28], projective synchronization [22], finite-time synchronization [33],
and so on. Compared to general synchronization, FTPS achieves high convergence and
good robustness in finite time (FT). In recent years, there have been relatively few achieve-
ments in researching the problem for FOQVFMNNSs of FTPS, which requires us to further
explore.

Based on the above research results, this paper considers the problems of FOQVMNN
in FTPS and calculates the settling time of FTPS. The primary contributions are listed
below:

(i) Passing through the differential inclusion technique and the measurable selection
theory, the system in this paper is transformed into a system with uncertain
parameters. What’s more, one can make use of a unified method to study the
FTPS problem in the quaternion field.

(i1) Unlike [21], this paper studies the problem of FTPS. The system can achieve high

convergence and good robustness in a relatively short time.

(iii) In this paper, a feedback controller (3) with a symbolic function is considered,
which can make the solution of a differential equation converge to zero or a neigh-
borhood near zero in finite time. In addition, due to its fast convergence charac-
teristics, it brings better robustness. What’s more, the adaptive controller selected
in (4) makes the results more universal and practical.

Notations. Quaternion algebra is a simple supercomplex number. R is the real domain,
Q is the quaternion field. For arbitrary quaternion Z € Q, it can be defined by Z = ZF +
iZ'4jZ7 +kZ¥  Herei, j, and k are imaginary units that do not meet with commutativity.

2 Preliminaries

Definition 1. (See [13].) The Riemann—Liouville fractional-order integral of the function

u(+) is represented as
¢

JTfu(t) = % / (t— & u(e)de, t>0,

where t > a, € > 0, and I'(-) is the gamma function defined as T'(e) = [~ et~ dt.

Definition 2. (See [13].) The Caputo fractional derivative of the function u(-) € Q is
defined by

1

Crye - _ n—e—lu/
aDtu(t) - F(n o 6) a/(t g) (f) d§7

wheret > a,n=1[e]+1,n—1<e<n.
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Specifically, when 0 < € < 1,

t

Dpu) = =g [ (=0T e

a

Definition 3. (See [10].) The FONN drive system z,(¢) and response system &, (t) are
FTPS for any initial value z,(tg) = ¢,0 and &, (tg) = 1,0 if there is a nonzero constant A
such that

lim |2,(t) — Az, (t)] =0, |Z.(t) = Az, (t)| =0, t>T,

t—=T
where A € R\ {0} is called the projection coefficient, 7" is called the settling time.

Definition 4. (See [6].) Let h(-) be a bounded set mapping of nonlinear function. For the
following system

IDio(t) = hit, ), t>0,  o(t) =h(t), te[-a,0]

(i) if for any € > 0, there exists ¢ > 0 such that ||/i]| < J, then the trivial solution of
the above system is stable;

(ii) if the trivial solution of the system is stable and lim;_,, ¢(t, i) = 0, then the
trivial solution of the above system is asymptotically stable.

Here h : RT x C([—a,0];R™) — R™ and h(t,0) = 0, K represents a set of continuous
functions, and ||h|| = max;,e[—q,0) [2(1)].

Lemma 1. (See [29].) As o(t) is a continuous differentiable function, one has
thﬂg( Zslgn ) Dso(t), 0<e<l.

Remark 1. In Lemma 1, the function space is too strong. Generally, the function space
can be an absolutely continuous space. Then one obtain a new lemma as below.

Lemma 2. As o(t) is an absolutely continuous function, the following inequality holds
almost everywhere:

CDG Z&gn DEQ( ), 0<e<l.

Proof. Since o(t) is an absolutely continuous function, then |o()] is also an absolutely
continuous function. According to the property of the absolutely continuous function, one
has that |o(t)] is differentiable on [0, +00) except for the set 2 = {t|0(0) = 0, ¢'(t) # 0}
in which the {2 measure is 0.

Furthermore, the process for proving that the above inequality holds true almost
everywhere on [0, +00) is the same as that in [32], which is omitted here. O
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Lemma 3. (See [23].) Let h, y € O, o is any positive parameter so that
hij + hy < ohh + %ygj.

Lemma 4. (See [34].) Suppose h € Q, then
h+h = 2Re(h) < 2|h|.

Proof. Take into account that h = h® +ih! 4+ jh’ + khE = (BT +ih?) 4+ (B! +ihF);j
is equivalent to h = = + iy. Therefore, based on Lemma 7 in [34], it can be concluded
that this conclusion is right. O

Lemma 5. (See [10].) Suppose c(h) € Q is a differentiable function, then

roDi (c(h)e(h)) < e(h) i De(h) + (5.Dje(h))e(h)
holds, where 0 < € < 1.

Lemma 6. (See [8].) Let g(t) be the function that is continuous, at the same time, is also
nonnegative such that

SDig(t) < —0g(t) + Tg(t — 1) — Og°(t),

where )0 < e <1,0< 0< 1, 2>V >0,0 > 0.Then the settling time can be obtained
as below:

(1) ifo=0, g(t) =0forallt > t1, where

I'(l1+e¢)
o—w 6

bl

Q-+
t1=to+[ ( )P+ ] ;

(i) f0<o<e<1,g(t)=0forallt > ty, where

P+ )02 —el(l+e) (02— w)di—e 4 9} e

ty = to + n
2o [r(1+119—e)(9—m 2

with ® = sup, <<, q(s).

Assumption 1. If the activation function f(-) satisfies the Lipschitz condition on Q, then
for any ¢ € NV, there exists L., which makes the following inequality hold:

| fo(h1) = fo(h2)| < Lelhy — hal,
where h1 # ho and hy, ho € Q.

Assumption 2. Let f.(-) be a bounded function, then for any g, there exists M such that

|f§(y)‘ < M.

Nonlinear Anal. Model. Control, 29(3):401-425, 2024
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Assumption 3. Let z, Z. be two functions of the system so that

w w w

\/achc(fc)_ \/achc(xc) < ZLC‘QLC|“%C_$C|7
s=1 c=1 c=1

- /\ Bucfe(x)| < Z[«wm”xc - |-
s=1

s=1

3 Model description

In this section, we consider the master system of FOQVFMNNs with time delays as
follows:

w

thfo(t) = _deL + Z Qg -rs fg x&( )) + beg (xﬁ( ))fs (xs (t - l))
s=1
+ wavc + /\ Oétcfc(xC(t - l)) + /\ T, Ve + \/ S Ve
c=1 c=1 c=1 ¢=1
+ \/ Bisfo(we(t =) + 1(1), (1)

s=1

where, 0 < € < 1, z,(t) indicates the variable of state about the ¢th neuron, f.(-) stands
for the active function, a,.(z,(t)) and b,c(x,(t)) mean the connection weights between
memristors, [ denotes the delay, b,c, 7., S.c express the connection weights about fuzzy
feedforward templates, /\ and \/ mean fuzzy AND and OR, §,, c,c show the connection
weights of MAX and MIN templates for fuzzy feedback, I(t) is a input from outside.
The initial values of system (1) are recorded as z,(t9) = ¢,(t) with ¢,(0) = 0, where
L=1,2,3,...,@

Assumption 4. For each ¢, ¢, the weights about a,.(z,(t)), b,c(z,(t)) in system (1) can
be remembered as

G,Lc (:I/.L(t)) = {dbg = aﬁg + ia{LC +ja{b§ + ka{ic’ |$LEt) < FL7

s _ R L 4 s J K
Qg = a2L§ + 1a2L§ +JG2LC + kaQLg’ be t)‘ > FH

b (1)) = 4 s = Ol Bl 4 B RV (O] < £
s\ T b b2L§+1b2L§+Jbzbg+k62L§, |, ( )|>F“

where the /-, > 0 represents the switching jump, and d,c, a,c, Z;Lg, BK are constants.

Le’t a\i’g = max{d., a4}, a,, = min{d.,a.}, b, = r{lax{l;mbm}, b, =
min{b,, b, }, and dLg = (aj. + abg)/2 aLg = (a). —a,)/2, b = (b, +V])/2,

~ Lg 7 N
b = (bilg - biq)/2’ a = max{|du|, |ai |}, byc = max{[b.|, [bic|}-

’L§
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Based on the above theory, the system can be looked upon as a switching system but
has right-side discontinuity. Under the framework of Filippov’s solution, one can use the
theory about differential inclusion, the drive system can be converted into the system as
follows:

D5, (t) € —dx, () + Y (aug + TO[—du, duc]) fo (2 (1))
s=1
+Z L<+CO bic, ])fc(xc(t_l)) bes‘VC
s=1 s=1
+ /\ abcfc T (t — )) + /\ TVe + \/ SiVe
s=1 ¢=1 s=1

+ \/ B/,gfc(mc(t - l)) +1(t),

where

0| —di, dus] = @0 ([—1, ])(aﬁg amg) +ico([-1,1]) (a{L am)
+jeo([-1,1]) (af,c — ag,.) + keo([—1,1]) (afs. — ad,),

@0[—b,c, b, =co([-1,1 )( Loc b2bg) ico([—1 ])(bng b2bg)
+jeo([~1,1]) (b1 — big)4*k56(ﬁf 1]) (bl — b.c)-

Based on the above theory, one can obtain the existence of measurable functions ’y( )
and~? € co[—1, 1] such that

w

thgz,‘(t) = —d,z,(t) + Z (a/< =+ a/<%< )fs (Ic( ))

s=1

+Z s +bL§'7Lg fc(mc(t_l)) Z
s=1 >

bis Ve
c=1

+ /\aLgfs S t_l)) /\ Lng"‘\/SLch
s=1 =1

s=1 S

+ \/ Buc fe (xc(t - l)) + 1(t).

s=1

The following is the response system:

t?Dth( ) =—d,z,(t) + Zatc (ig(t))fc (i‘c(t))
s=1

) b (F ) fe(E(E = 1) + D bicVe

Nonlinear Anal. Model. Control, 29(3):401-425, 2024
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/\aLSfC Zg t_l)) /\ L@‘/S_F\/SL(‘/{
s=1 s=1

+ \/ Busfo (s (t = 1) + I(t) + u(t), )

s=1

where &, (t) indicates the state variable, which is related to system (2), u(t) means the
controller. The initial values of the response system are &, (tg) = 1,0 with 1,(0) = 0,

t=1,2,3,..., . Similarly, there exist the measurable functions 5&1), @(3) € co[—1,1]
such that
9DiE, (1) = —d (1) + Y (s + @) fo(#(D))
s=1
Z (bb§+bb§£L§ )fq t_l +be§v
s=1
+ /\Oéwfc(i'c t_l /\TLCV + \/Sch + \/Btcfc t_l))
s=1 ¢=1 ¢=1 s=1

4 Main results

The projective error is represented as e,(t) = &,(t) — Az, (t), and A € R\ {0} denotes
the projective coefficient, the projective error system is as below:

t(ojD:eL( ) - tODth( ) /\ngl’L(t)

=—de,(t)+ (1 =X {ibwv + \w/ S, Ve + 7\ T..Ve + I(t)}

=1 s=1 s=1

+Z abs+abs€L§ fs +Z bbs+bb§ LS fs( (til))
c=1 s=1

w

)‘Z a + abc"hg fc (xc( )) )‘Z (qu + bbc'VLg )fc (xc(t - Z))

s=1

+ /\ v fo(Zc(t — l)) + \/ 6L§f§(j§(t o l))’
=1

s=1

NN wcfe (et =1) = A\ Buiofe (et = 1)) + ult)
¢=1 s=1

— de )+ (1 A){ S bVt \/ SVt ATVt I<t>} +u(t)

¢=1 =1 =1

https://www.journals.vu.lt/nonlinear-analysis
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+

Ma

(dus + @) [fe (2(1) = fe (M (1)]

Il
-

S

+
Ma

(aLc + amffgl)) [fc ()‘xc(t)) = fs (vTC(t))]

"
Il
-

+

hE

(1= Naw + (0 = M) aw] fo (2(1))

n
[

g

+ /_\1 e fo(Aae(t = 1) /\  Afo (z(t = 1))
i (bis + Bt @) [fe (Ee(t = 1)) — £, (gt = 1)]

+ \fouf((x( (t—1)) \/lﬁuﬂ Aze(t—1))

+ f:l (b + bict?) [fs (Mgt = 1)) = fo (st = 1)]

i 7\a fo(@elt — 1) /\ e fo (N (£ — 1)

n i (1= N)bue + (62 = M) bue] fe (2 (t — 1))
\w/1 Bt et = 1) \/15&<qu ro(t—1)).

To achieve FTPS, the following controllers are set up:

u(t) = up(t) + ug(t),
Uh( {becv \7 LCV + 7\ T Vs +I( )}
= s=1 s=1

fee(t)

[(sign(e,(t)))e.(t)]? 7 — nsign(e.(t)),

ug(t) = —w,e,(t) —

where w,, u, > 0and 1 — € < § < 1 such that

n > Z[Qa —|—25L+’ 1-A CLL<+(1+)\)&L<|+(1+)‘)(O‘L<+/6L<)
=1

+ (1 = Nbie + (1 + Nbie| ] M.

Nonlinear Anal. Model. Control, 29(3):401-425, 2024
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Remark 2. In previous research [31, 32], one set up a delay-dependent controller to
eliminate the delay term in the system, but it will increase the conservatism of system
synchronization. In this paper, we set up a delay-independent feedback controller (3),
which can still work without measuring the delay function.

Theorem 1. In the light of Assumptions 1-2 and controller (3), if there is a positive scalar
quaternion, systems (1) and (2) can reach FTPS when 61 > 0 defined as

w
— 1
01 = @%{db +w, — E 1 abng} >0,
—

0y = 12‘?;{2(bil’c + (lab§| + ab§|L<))} >0,

where the settling time t is as follows:

DL+ )02 = OT(1+6) (61— )8 + 65]"°
ta =19 + 1 n ‘
P+ 55 —€)(01 = 6) 0

Proof. One can establish the auxiliary function by

< Z sign(e,(t)) {—(db +w,)e (t) — [(Sign(léfz;)()t;eb(t)]e

s=1

+ \/ Bm(fs‘(is‘(t - Z)) - fc(/\x<(t - l)))
s=1

g |

=+ O‘Lc(fc()‘xc(t_l)) _)‘f<<$<(t_l)))

2l
Il
_

Bic (fc ()‘xc(t - l)) —Afs (xg(t - l)))

Jr
<4

sl
I
—

(qu + dbcffgl)) [fc (i'c(t)) = fs (Axc(t))]

n
hgE

"
Il
-

https://www.journals.vu.lt/nonlinear-analysis
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+

hE

(aus + ac€D) [fe Mz (t)) — fe(e(2))]

"
Il
-

I
WE

[(1 - )abc (f(l )‘% ))abc}fc(xc(t»

"
Il
—

i
hE

(I;LC + BL(&E?)) [fc(jc(t - l)) - f§ (/\xg(t - l))]

=

n

+
v

"
Il
-

(buc + 8 ED) [fe et = 1) = fo (et = 1))]

i
M«

"
Il
—

[(1 - A)Bbc + (55(2) - )\,'YL(?))BLC:IfC (xc(t - l))}

Based on Assumptions 1 and 4, one has

Z Z Slgn abc + dLCé-L(ql)) [fc (i'c (t)) - fe ()‘wc (t))}

1=1¢

w

=1
Zblgn Z L] 7 (t) — Az (t) ZZ <Lele(t)

=1 s=1

On the basis of Assumptions 2 and 4, we have

D0 sign(e(t)) (dus + @c€D) [fo (Mo (b)) = fo(ae(®)] <D0 205 M,

1=1¢=1 =1 ¢=1

Under Assumptions 2 and 3, then

zw:sign [ /\ e fo(Azc(t — 1)) /\ A e (z(t — l))]

=1 s=1 s=1
<SS w1+ M),
=1 ¢=1
ZSlgn(eb(t)) [ /\ ab§f§ (i'c(t - l)) - /\ abcfc ()‘xc(t - l))]
=1 s=1 s=1
< Z ZL<|O¢“||€L(2§ - l)’
=1 ¢=1

Nonlinear Anal. Model. Control, 29(3):401-425, 2024
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Moreover,

Z Z Sign(eb(t)) [(1 - A)&Ls‘ + (gL((l) - /\PYL(cl))aK] fﬂ‘ (x<(t))

1=1¢=1

ZZ| Nags + (1 + N)a,e| M,

c=

—
—

Z ZSlgn /\)i)bc + (553) (2)) Lc} fc(xc(t —1))

=1 ¢=1
w

=1g

Ma

(1= Nbuc + (1 + N)bye | M.

(\
Il
-

Combining the above inequalities, one gets the similar results:

ZZblgn( ())(Z;Lc"'l;w@(?)) [f@( (t_l)) _fC()‘xc(t_l))}
giibi@w—m,

Z Z Sign(eb(t)) (I;Lc + Bbcgb(gz)) [fc ()‘xc(t - l)) - fe (xc(t - l))}

Z&gn l\/ﬁbgfg t—l — \/Bbgfg()\xg(t—l))]
< Zchlﬁwueb(t - l)|7
Zsign(eL(t)) [ \/ Bus fs (Axc(t - l)) - \/ BucAfs (Ig(t - l))]

s=1 s=1

Combined with the above inequalities, because sign(e,(t)) = 0 or 1 such that
S  sign®(e,(t)) = 1, then

1DFV (t)

-3

=1

(dL I a;m) |eb<t>|] =" fsign(e,(®))e,(t)]

https://www.journals.vu.lt/nonlinear-analysis
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+Z;Z [(05Le + (lowe| + 1Buc]) L) lec(t — 1)
T (A M+ Bi) + (1= Nbi + (14 V]
+2at + 26 + |(1 = Naw + (1 + Nay|) M —n)]

(dL 4w, — Z aiL§> ’eL(t) — Z,ub [sign(eb(t))eb(t)] 1-0
=1

s=1

—

+ ZZ (thc + (|O‘L<| + |5L§|)L§)|e<(t - l)|
Z |+6QZ‘€ t—l|—(532|eL

—61V( )+ LV (t— l) — 83V (1)

Therefore, according to Lemma 6, system(1) can reach FTPS with system (2).
In the above discussion, we established a feedback controller. To obtain more general
results, we will set up an adaptive controller to achieve FTPS:

u(t) = uh(t) + Uy (t) + uk(t)
un(t) = —(1 - { S by + \w/ SVit N\ TV + I(t)}

Uj (t) = Z (aL< + ach ) [f ()‘xc(t)) - A (xc(t))]

=2 (b 0ucl?) [ (8 = 1)) = M (et = 1)]

s=1
w

+ Z Al ['VL(gl)fc (jc(t)) - §L(<1)f§ (xc(t))]

+bew VO fo (@t = 1) = €2 fo (et = 1))

s=1

- Z db(’YL(gl) [fc ()‘xc(t)) - A (xc(t))]

s=1

- Z BK’YL(?) [f< ()‘zc(t - l)) =M (l'<(t - l))]

_ /\aLgfg Az (t —1)) —l—)\/\ozbgfg zo(t —1))

¢s=1

—\/ﬂ“fg Aag(t—1)) +A\/5L<f< zo(t—1))

c=1
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ug(t) = —w,(t)e,(t) — _mell) 4)

in which CDfw, (t) = e, (t)e,(t), p, >0, > 0. O

Theorem 2. In view of Assumptions 1, 3 and controller (4), systems (1) and (2) can reach
FTPS when there exists k > v such that

m—lg}glw%l >0, M:121<11w2m>0’
7 e (2
v= 1@1);{2Lb(‘bw + bqg&) + bw%t)‘ + lae +B§L)} =0
=

in which the settling time t35 is expressed as

DL+ )P =0 +6) (= )@t + u] v
F(lﬁ»ﬁfG)(l{*U) 1 .

t§:t0+|:

Proof. Let us construct the auxiliary function:

where

2w, = Z (|aL§ + abcg( ) +a §7L§1)‘ + |bL€ + chg(z) + bm%(?)’ + |ous + BKD
¢=1
+ Z Lb‘du + dctfé + agﬂ/(l)|
=1
. “ 9
[es(t) SD5e, () + o Dseu(t) ()] + D = (wi(t)—w;) SDfw(t)

{eL(t)

a,ngaLgng +a/<7 )(fc( ()) *f<()‘x<(t)))

Ma‘

SOV (t) <

@
I
—
~
I

[ rm@)am - el

A
hE

@
I
i

+
Ma

"
Il
—

(bus + bic&Z + b &) (Fo (26t = 1) = fe Qs = 1))

+
M«

"
Il
-

W fo(c(t — 1)) /\abgfg Aze(t —1)) \/ fo(@(t = 1))

s=1

- \/ Fxfg(Axc(t - l)) +

_l_
>a

N
@ f

—(d, + w, (t))e,(t) — [”
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+ Z (a“ +aLS£Lg +aLg’7Lg )(f§(33<( )) - fc(Axc(t)))

s=1
/\ chg( t_l /\ afe )‘xc(t_l))
s=1 ¢=1

Z (bL< + chf( ) + bm%(?)) (f§ (jc(t - l)) - fs ()‘wg(t - l)))

(2:(t—1)) \/blgfg Az (t — >)]e<<t>}

<E]
=
%

According to Assumptions 1 and 3,

Ma

KDV () < = (2d, + 2w e (t)e (t) — 2ufe.(t)e (D)7

b
Il
-

n
M
NE

e (t )(aLc + achLc + abc’YL(c))Lg (1)

@
Il

_
sl
Il

_

I
M«
Ma

(ab§ + thgf + aLg’y(l))Lgeq(t)eb(t)

F
Il
—

N
Il
-

n
hE
NE

e (t )(bLS + b“&g =+ bLg’YLC ) seo(t—1)

?
Il
-
N
I
-

i
M«
Ma

(bbc + Ebcfg) + Z;Lc%(?))[@ec@ —De.(t)

§
Il
—
a)
Il
_

4
M«
Ma

e, (t)a Lo ec )+ ZZQML eq(t L( )

=1 ¢=1 =1 ¢=1
ZZ (1 )/BLCL e t*l JFZZﬂLgL eq(t L( ).
=1 ¢=1 1=1¢=1

According to Lemma 4, we can get

Z Z eb(t Cng + angLc + abg’yfg))L eg( )

=1 ¢=1

+ Z Z Qs + a“f + aK%c )LCec (t)T(t)

Nonlinear Anal. Model. Control, 29(3):401-425, 2024


https://doi.org/10.15388/namc.2024.29.34010

416 Y. He et al.

<2 Z Z (eL(t) (&m + amfb(C + aLﬂ/L(C)) ces(t)

=1 ¢=1
A~ ~ ~ 1/2
X (a‘L§ + amﬁfg) + aLc'YL(g))L ec( ) (t)) /

L§|&L§+&L§£L( +atc7 He ||€<(t)|

M
NE

@
Il
-

N
Il
—

L ’dm + dmﬁfg) + dm%(g) ’ <€L (t)eb (t) + e (t)ec (t))

M«
M«

@
I
—
sl
I
—

Lelan + a0 + a,evle.(t)e.(t)

I
NgE
M

t=1g

DY

1=1g¢

("

L|ag, + ae, & + agy Ple.(t)e.(t).

Il
A

‘What’s more,

Z Z e (t ( + chch + bbc%@ )L ec(t—1)

=1 ¢=1

> (b + 0 ED + b)) Leeq (8 = Deu(t)

<2303 () (e + 00e&? + bir D) Lees (1)
X (bis + 52 4 b)) Loe (£ = e, (1)

<2) > Lofbic + bl + b2 e ()| [ec(t = D)

1/2

1=1¢=1
< Z Z L AL( + Em’fb(?) + BLQ"YL(?) | (eb(t)T(t) +ec(t —lec(t — l))
=1 ¢=1
= Z Z L ALc + BL§£§§2) + BLC'VL(?) |eb(t)T(t)
=1¢=1
+ZZ st ~<L§€('f) +b“’}/“)|eb t_l) (t_l)~
=1 ¢=1
Similarly,
ZZ@L YacLeec(t — 1) +ZZQL<L ec(t—1)e ( )
1=1¢=1 =1 ¢=1
<Y Y Lilacle®et) + D> Lilog et — De,(t = 1),
=1 ¢=1 1=1¢=1
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ii@ ﬂbcLegt_l +ZZB“L ec(t—1)e ()

=1 ¢=1 =1 ¢=1
ZZL |Bucle.(t +ZZL |Bicle.(t — e (t_l)
=1 ¢=1 t=1¢=1

WDV (

~
~

2d, + 2w

/A
Ma

§
Il
—

c(|dbc + dbcffg + aL<7L<)| + |b + bL<£(2) + bL§7L§ | |0¢L< + 5Lc|)

p‘qa

"
Il
_

Liag, + ac&Q + ao L) e (e ) — 2, [e.(t)e, ()]

'Plﬂa

"
Il
-

HMa

Z |b§L + b§L§(2 + bSL’Ygl,)| + |a<L + /BSL|)6L(t - l)eL(t - l)

< —nV(t) +oV(t—1)—pV(t)—?

In view of Lemma 6, system (1) can achieve FTPS under controller (4) with sys-
tem (2). O

Remark 3. Compared to linear controllers, the adaptive controller is more versatile,
which is designed in this paper. In addition to the control gain w,(t) being updated
adaptively and converging to some constants when achieving FTPS, its control cost will
also be significantly reduced.

Remark 4. Among the existing research results, there are relatively few research re-
sults on QV memristors. In [9], one considered the FOQVFMNNSs about its estimation
and synchronization problems, and generalized inequalities were used to compare two
quaternion-values, thereby exploring the stability of FOQVFMNNS.

Remark 5. In this paper, the system is considered as a whole instead of being divided
into several subsystems, which reduces the complexity of the system compared to [32].
In addition, considering the inevitable ambiguity problem in the system, this article adds
fuzzy terms to the system, which can be seen as a generalization of [§] to a certain extent.

Remark 6. There have been relatively few studies on FTPS of QVFOMNNSs in the
available results. The projective synchronization problem in NNs was studied in [22,30],
and the FTS problem was explored in [4, 33]. In comparison, the exploration process
for FTPS is the prolongation of the above achievements, which can enable the system to
achieve high convergence and good robustness in a short time, and the resulting projective
synchronization results are more common.
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Remark 7. Compared with existing literature on FTS, it can be found that most papers
use DV (t) < —OV2(t) to prove that master-slave systems can achieve FTS. For exam-
ple, in [31], this inequality was used to prove the FTS problem of the system. However,
in [27], it was pointed out that this inequality can only ensure the synchronization of
the system and cannot estimate the settling time of the system. Although some papers
provide the conditions that settling time should meet, its display upper bound is difficult
to achieve. As obtained in [16], the inequality e =" (1 + t) E, (J(t)['(«)t*) < €/d. The
inequality “Dfg(t) < —£2g(t)+W¥g(t —1) — Og?(t) mentioned in Lemma 6 of this paper
not only improves the universality and flexibility of the system, but also results in a quick
calculation of settling time, saving computational costs.

Remark 8. In Theorem 1, we designed a 1-norm Lyapunov function, where V' (t) =
Y77, le.(t)|, which is equivalent to the sum of the absolute values of all error variables

e,(t), thus ensuring the nonnegativity of V' (¢). The Lyapunov function designed in The-
orem 2 is composed of 2-norm error variable Y7, e, (t)e,(t) and the adaptive part with
control gain >, (w, (t) — w;")?/(,, which can ensure the nonnegative of V (¢).

Remark 9. Finite-time stability refers to the fact that for a given time 7 related to the
initial value of the system, the fractional-order system is stable on intervals [t, T, but its
stability on [T, +o00] cannot be determined. In [5], the authors discussed the synchroniza-
tion issue of fractional differential equations based on fractional inequality t((f cg(t) <
—2q(t) + Pg(t — 1), then lim, ,  g(t) = 0. However, above mentioned fractional
inequality cannot ensure finite-time stability.

5 Numerical simulations

In this part, one can draw upon numerical simulation to checking the correctness of the
theoretical analysis results in this paper.

Example. Firstly, we choose the two-dimensional FOQVFMNNSs system. One has
¢ DY (1)

= *duTL Zau s fc xc + Z ch xc (t - l)) + Zbas‘%

+/\0¢/ng xct*l /\TchJF\/SLgVJF\/Bquc zct*l)) L(t),

s=1 s=1 s=1 ¢=1
OC'DO.98v (t)
Zabc xc +ZbL< (t_l)) be§‘/§
+/\a“f§ (t—1) /\TL§V+\/SL§V+\/BL<f§ Jt—1))

c=1

+ I,(t) + u,(t)
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in which ¢ = 1,2, z,(¢) = x! ( ) + izl (t) + ! ( ) + koK (t) with 2B(t), 21 (t), 2/ (#),
alf(t) € R, :cL( ) = LR(tH L(t )+ij( )+kz[ (¢ )Wlthfcf“( ), & (t), 2] (), 2 (t) €
R, f,(z,(t)) = tanh(z!(t)) + 1tanh( L)) +jtanh(z/ () + ktanh(zX (¢)), A = 2.3,
l=1,1 =1, =0,dy = dy = 3, it can be calculated that L. = M, =1
0.23 — 0.15i + 0.24j — 0.26k, |z1(¢)| > 0.46,
a1 (z1(t)) = . .
0.1 —0.1i — 0.2j — 0.2k, |21 ()] < 0.46,
—0.23 4 0.1i — 0.15) + 0.13k, |1 (t)| > 0.46,
ar2(z1(t)) = . .
—0.3 —0.18i + 0.1j + 0.1k, |21 (t)| < 0.46,
0.1 +0.13i — 0.16j + 0.14k, |ao(t)| > 0.46,
a21($2(t)) = . .
—0.2 - 0.2i +0.2) + 0.18k, |zo(t)| < 0.46,
—0.15 — 0.23i + 0.24j — 0.24k, |z2(t)| > 0.46,
a22(962(t)) = . .
—0.240.2i — 0.1 — 0.2k, |lz2(t)| < 0.46,
~0.16 — 0.17i — 0.14k + 0.14k, |21 (t)| > 0.46,
bii(z1(2)) = . .
—0.240.13i — 0.12j — 0.11k, |z (¢)| < 0.46,
—0.15 4 0.13i — 0.2 + 0.24k, |z, (t)| > 0.46,
biz(z1(t)) = . .
—0.3 — 0.12i + 0.13j — 0.14k, |z1(t)| < 0.46,
—0.16 + 0.14i + 0.15] — 0.15k, |zo(t)| > 0.46,
ba1 ($2(t)) = . .
—0.2 - 0.2i — 0.13j — 0.1k, |z2(t)| < 0.46,
—0.4 — 0.8 + 0.6 + 0.3k, |22(t)| > 0.46,
bQQ(J:Q(t)) — ) . ] | 2( )|
0.2 —0.3i+ 0.2j + 0.1k, |ao(t)| < 0.46.
What’s more,
o ~ [~0.18 +0.28i + 0.1j — 0.27k 0
B = diaglby, bo] = [ 0 0.23 — 0.23i — 0.15) + 0.251{} ’
S = dinglsy, s5] = | 02302+ 01+ 0.2k 0
— Hagls1, S20 = 0 —0.15 — 0.13i + 0.24j — 0.34k | ’
o _ [~0.15+0.15i — 0.25] — 0.19k 0
T = diaglts, t] = [ 0 ~0.15 4 0.2i + 0.2) + 0.28k] ’
L _ [<0.14 — 0.12i 4 0.4j — 0.5k 0
V' = diagley, 0] = [ 0 0.12 - 0.12i — 0.1 —0.16k} 7

] 0.1240.15i — 0.12j — 0.12k 0.2+ 0.17i — 0.2j — 0.15k
Pa = 10,25 4 0.151 — 0.25j — 0.15k 0.14+0.18i — 0.14j — 0.14k |’

B, = 0.240.151 — 0.27j + 0.34k  —0.12 — 0.18i + 0.24j + 0.2k
PE1-04—0.21+0.12) + 0.15k  —0.18 — 0.25i — 0.25j + 0.25k|
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Figure 1. The state trajectories of system (1) and (2) without controller (3).
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Figure 2. The state trajectories of system (1) and (2) with controller (3).

Under controller (3), one can set the values

2(0) = (—0.3 — 0.5 — j — 0.7k, —0.3 — 0.8 + 0.5] + k),
#(0) = (0.5 —i— 1.5 —k, —1 — 0.5i +j + 1.5k).

The state curves without controller (3) are showing in Fig. 1, and we set the values of
controller (3) such as w; = wy = 32, pu; = 45, ue = 55, 0 = 0.94, n = 30. Based
on the above values, one can calculate the following values in Theorem 1: §; = 33.36,
69 = 4.11. So that §; > 5, which meets the condition of FTPS. Therefore, system (1)
can achieve FTPS with system (2) under controller (3), the settling time 5 ~ 0.4348.
Figure 2 means the changing trajectory of state variables. What’s more, the error trajectory
is shown in Fig. 3.
Under controller (4), we set the values

2(0) = (144 1.4i — 1.2j — 1.7k, —1.5 — 0.4i — 0.6j — 0.4k),
#(0) = (1.2 41— j — 0.8k, =2+ 0.5i + 0.3j + 0.5k).
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Figure 5. The state trajectories of system (1) and (2) with controller (4).
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Figure 6. The synchronization error with Figure 7. The trajectory of evolutions with
controller (4). controller (4).

The state curves without controller (4) are showing in Fig. 4, and we set the values of
controller (4) as w1 (0) ~ 12.94, wy(0) ~ 6.59, u1 = po = 0.22, 6 = 0.87, we can
calculate that k = 6, v = 1.1512, u = 0.44, so that k > v, which meets the condition
of FTPS. Therefore, system (1) can achieve FTPS with system (2) under controller (4).
Furtherly, one can have ¢5 ~ 3.8196. Figures 5 and 6 show the track of state variables and
the error trajectory, respectively. What’s more, Fig. 7 represents the evolutions of wy (t),

wo (t)

6 Conclusion

This paper recommends the issue related to FTPS in FOQVMNNSs. Theorem 1 establishes
a 1-norm auxiliary function, and Theorem 2 establishes an adaptive auxiliary function.
Sufficient conditions for FTPS are obtained, then one can calculate the settling time of
FTPS. In the end, the simulation results demonstrate the effectiveness of the theoretical
results. In practical problems, external disturbance is inevitable. In the next step of re-
search, uncertain parameters will be considered and its dynamic behaviors will be studied.
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