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Abstract. The paper considers a dependent bidimensional risk model with stochastic return
and Brownian perturbations in which the price processes of the investment portfolio of the
two lines of business are two geometric Lévy processes, and the claim-number processes of
the two lines of business follows two different stochastic processes, which can be dependent.
When the two components of each pair of claims from the two lines of business are strongly
asymptotically independent and have subexponential distributions, the asymptotics of the finite-
time ruin probability are obtained. Numerical studies are carried out to check the accuracy of
the asymptotics of the finite-time ruin probability for the claims having regularly varying tail
distributions.
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1 Introduction

Consider an insurance company operating two lines of business, and the operator invests
its wealth in financial assets. Assume that the two lines of business with varying levels of
claims are exposed to similar catastrophic environments like car accident, earthquakes, or
terrorist attack. In this case, there may exist some dependence structure among the claims
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of two lines of business. For example, a serious car accident may produce two types
ofclaims, the one is car insurance claim, and the other is personal accident insurance
claim, which leads to some dependent claims between the two lines of business. To
describe the above situation, we consider a bidimensional continuous-time risk model
with stochastic return on investment, the discounted value of the surplus process at time
t > 0 can be expressed by(

U1(t)
U2(t)

)
=

(
x
y

)
+

(∫ t
0− e−R1(s) C1(ds)∫ t
0− e−R2(s) C2(ds)

)
−

(∑N1(t)
i=1 Xie

−R1(τ
(1)
i )∑N2(t)

i=1 Yie
−R2(τ

(2)
i )

)

+

(
δ1
∫ t
0− e−R̃1(s)B1(ds)

δ2
∫ t
0− e−R̃2(s)B2(ds)

)
, (1)

where (x, y)T is the vector of the initial surpluses, and for any 0 6 a 6 b < ∞, the
integral symbols

∫ b
a− and

∫
[a,b]

are understood as
∫ b
a

and
∫
(a,b]

, respectively. For the kth
(k = 1, 2) line of business, Ck(t) =

∫ t
0
ck(s) ds denotes the premium accumulation up

to time t > 0, here ck(t) is the density function of premium income of the kth line of
business at time t > 0, and the price process of the investment portfolio is a geometric
Lévy process {eRk(t), t > 0}, where Rk(t) is a nonnegative Lévy process, which starts
from zero and has independent and stationary increments. For more details about Lévy
process, see Applebaum [1], Cont and Tankov [6], and Sato [18]. For i > 1, the random
vector (Xi, Yi)

T denotes the ith pair of claims from the two lines of business. Assume
that {(Xi, Yi)

T, i > 1} is a sequence of independent and identically distributed (i.i.d.)
random vectors with a generic random vector (X,Y )T, here X and Y are nonnegative
random variables with distributions Fk, k = 1, 2, respectively. {Bk(t), t > 0} is the
Brownian perturbation of the kth line of business, and δk > 0 is the corresponding
volatility factor, k = 1, 2. {R̃k(t), t > 0}, k = 1, 2, are other nonnegative Lévy
processes. {τ (k)i , i > 0} denote claim-arrival times of the kth line of business with
τ
(k)
0 = 0, k = 1, 2. The claim-number process of the kth line of business is constituted

by {τ (k)i , i > 0} as

Nk(t) = sup
{
i > 0: τ

(k)
i 6 t

}
, t > 0,

with finite mean function λk(t) = E[Nk(t)], t > 0, k = 1, 2, where sup ∅ = 0 by
convention. The interarrival times of the kth (k=1, 2) line of business, {T (k)

i = τ
(k)
i −

τ
(k)
i−1, i>1} are supposed to be nonnegative random variables. Assume that {(T (1)

i , T
(2)
i )T,

i>1} is a sequence of i.i.d. random vectors.
A kind of finite-time ruin probability at time t > 0 for the above risk model is defined

as

ψ(x, y, t) = P
(

inf
06s6t

U1(s) < 0, inf
06s6t

U2(s) < 0
∣∣ U1(0) = x, U2(0) = y

)
.

In the past decades, more and more scholars paid their attention to investigating multi-
dimensional dependent risk models, especially, bidimensional ones. One research direc-
tion is to consider that the claims of each line of business have a dependence structure,
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such as Yang et al. [24], Cheng [2], Cheng et al. [4], Wang et al. [21], and so on. The
other research direction is to investigate the case that there exists a dependence structure
between the claims and the corresponding interarrival times in each line of business. For
example, Jiang et al. [10], Li [11], Guo et al. [9], Wang et al. [19], Liu et al. [16], and
so on. Recently, researchers consider that there exists a dependence structure between the
claims from the two lines of business. Yang and Li [22] considered the risk model (1)
with a constant interest, i.e., R1(t) = R2(t) = rt, t > 0, for some constant r > 0,
δ1 = δ2 = 0, and (X,Y )T follows a bivariate Farlie–Gumbel–Morgenstern (FGM)
distribution. Yang and Yuen [26] extended the results of Yang and Li [22] to the case
where (X,Y )T follows a bivariate Sarmanov distribution. Li and Yang [15] considered
the risk model (1) with a constant interest and (X,Y )T following a copula, which can
include the FGM copula. Li [12] improved the results of Yang and Li [22], considering
that X and Y are strongly asymptotically independent (SAI), i.e., there is some constant
ρ > 0 such that

P(X > x, Y > y) ∼ ρF1(x)F2(y) as (x, y)→ (∞,∞). (2)

The SAI structure was introduced by Li [13]. Li [12] pointed out that some commonly
used copulas satisfy (2), for example, the FGM copula, the Frank copula, and the Ali–
Mikhail–Haq copula. For this dependence structure, Cheng et al. [3] studied the risk
model (1) with a constant interest and perturbations. Li [14] considered that the invest-
ment portfolios of the two lines of business have stochastic return, and the price processes
of the investment portfolios of two lines of business are a same geometric Lévy process.
Specifically, Li [14] investigated the risk model (1) for the case that R1(t) = R2(t),
t > 0, Ck(t) = ckt, t > 0 for some constant ck > 0, k = 1, 2, N1(t) = N2(t),
t > 0, and δ1 = δ2 = 0, and gave the asymptotics of a finite-time ruin probability for
regularly varying claims. This paper still investigates X and Y are SAI and considers
the two lines of business have different stochastic return and claim-number processes,
which can be dependent. The paper also discusses the influence of the perturbations on
the ruin probability and gives the asymptotics of the finite-time ruin probability for all
subexponential claims.

As usual, assume that {(X,Y )T, (Xi, Yi)
T, i > 1}, {(T (1)

i , T
(2)
i )T, i > 1}, {R1(t),

t > 0}, {R2(t), t > 0}, {R̃1(t), t > 0}, {R̃2(t), t > 0}, {B1(t), t > 0}, and
{B2(t), t > 0} are mutually independent, and 0 6 ck(t) 6 M0 for some constant
M0 > 0 and for all t > 0 and k = 1, 2.

The rest of the paper is organized as follows. Section 2 provides some preliminaries.
The main results are presented in Section 3. Section 4 conducts some numerical simu-
lations to check the accuracy of the main results. Section 5 gives some lemmas and the
proofs of main results.

2 Preliminaries

Hereafter, all limit relationships hold as (x, y)T → (∞,∞)T, unless otherwise stated.
For two positive bivariate functions a(·, ·) and b(·, ·), we write a(x, y) . b(x, y) or
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b(x, y) & a(x, y) if lim sup a(x, y)/b(x, y) 6 1; a(x, y) ∼ b(x, y) if lim a(x, y)/b(x, y)
= 1; a(x, y) = o(1)b(x, y) if lim a(x, y)/b(x, y) = 0; and a(x, y) = O(1)b(x, y) if
lim sup a(x, y)/b(x, y) < ∞. For any real numbers x, y, define x ∧ y = min{x, y} and
x ∨ y = max{x, y}.

In this paper, we mainly consider the claims with heavy-tailed distributions. We recall
the definition of heavy-tailed distribution and introduce some distribution classes with
heavy-tailed distributions. For a real-valued random variable ξ with a proper distribu-
tion V , say that V (or ξ) is heavy-tailed if Eeγξ =∞ for all γ > 0.

For a distribution V on (−∞,∞), say that V belongs to the dominated varying tail
distribution class, denoted by V ∈ D, if for any 0 < u < 1,

lim sup
x→∞

V (xu)

V (x)
<∞.

Associated with the classD is the long-tailed distribution classL. Say that a distribution V
on (−∞,∞) belongs to the class L if for any u > 0,

lim
x→∞

V (x+ u)

V (x)
= 1.

Say that a distribution V on (−∞,∞) belongs to the regularly varying tail distribution
classR−α for some α > 0 if

lim
x→∞

V (xu)

V (x)
= u−α

holds for any fixed u > 0.
One of the most important heavy-tailed distribution classes is the subexponential

distribution class S. Say that a distribution V on [0,∞) belongs to the subexponential
distribution class S if

lim
x→∞

V ∗n(x)

V (x)
= n

holds for some (or, equivalently, for all) n > 2, where V ∗n represents the n-fold convo-
lution of V , n > 2. Moreover, say that a distribution V on (−∞,∞) belongs to the class
S if V (x)1{x>0} belongs to the class S, where 1{A} is the indicator function of the set
A. If V ∈ L, then for any ε > 0, it holds that

e−εx = o(1)V (x) as x→∞ (3)

(see, e.g., Lemma 1.3.5(b) of Embrechts et al. [7]).
The above heavy-tailed distribution subclasses have the following relation:

R−α ⊂ L ∩ D ⊂ S ⊂ L.

For more details about heavy-tailed distribution classes, one can see Embrechts et al. [7]
and Foss et al. [8].
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3 Main results

In the following, we present the main results of this paper in which the two claim-
number processes of the two lines of business can be dependent, and the risk model has
perturbations and subexponential claims.

Theorem 1. Consider the risk model (1). Assume that X and Y are SAI with constant
ρ > 0 and Fk ∈ S, k = 1, 2. Assume also that T (1)

1 and T (2)
1 are independent. Then for

any fixed t > 0 satisfying P(T
(k)
1 6 t) > 0, k = 1, 2, it holds that

ψ(x, y, t) ∼
t∫

0−

t∫
0−

P
(
Xe−R1(s) > x

)
P
(
Y e−R2(p) > y

)
λ(ds,dp)

+ (ρ− 1)

t∫
0−

t∫
0−

P
(
Xe−R1(s) > x

)
P
(
Y e−R2(p) > y

)̃
λ(ds,dp),

where

λ(s, p) =

∞∑
i=1

∞∑
j=1

P
(
τ
(1)
i 6 s, τ

(2)
j 6 p

)
, s > 0, p > 0,

and

λ̃(s, p) =

∞∑
i=1

P
(
τ
(1)
i 6 s, τ

(2)
i 6 p, s > 0, p > 0.

Remark 1. It follows from Lemma 4.3 of Yang and Li [23] that for any s > 0 and p > 0,

E
[
N1(s)N2(p)

]
=

∞∑
i=1

∞∑
j=1

P
(
τ
(1)
i 6 s, τ

(2)
j 6 p

)
.

Thus, if P(T
(k)
1 6 t) > 0 for some t > 0 and each k = 1, 2, then

E
[
N1(t)N2(t)

]
> P

(
T

(1)
1 6 t, T

(2)
1 6 t

)
= P

(
T

(1)
1 6 t

)
P
(
T

(2)
1 6 t

)
> 0.

Remark 2. If the risk model (1) has a constant interest r > 0 and {Xi, i > 1} and
{Yi, i > 1} are independent, i.e., R1(t) = R2(t) = rt, t > 0, and ρ = 1, then from
Theorem 1 it holds that

ψ(x, y, t) ∼
t∫

0−

t∫
0−

F1

(
xers

)
F2

(
yerp

)
λ(ds,dp),

which extends Theorem 2.1 of Yang and Li [23] to the risk model with Brownian pertur-
bations.

Remark 3. If R1(t) = R2(t) = R̃1(t) = R̃2(t) = rt, t > 0, and r > 0 is a constant
interest, the result of Theorem 1 is same as the finite-time ruin probability ψand(x, y) in
Cheng et al. [3] for a risk model with Brownian perturbations.
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Remark 4. As pointed out by a referee, Cheng et al. [3] used a general stochastic process
to describe the perturbation. Let the perturbations {Bk(t), t > 0}, k = 1, 2, be two
general stochastic processes with Bk(0) = 0, k = 1, 2, in (1). If for any fixed t > 0, all
c > 0, and each k = 1, 2,

P

(
sup

06v6t
δk

v∫
0−

e−R̃k(s)Bk(ds) > x

)
= o(1)Fk(cx), (4)

then in the same way as in the proof of Theorem 1, the result of Theorem 1 still holds.
In fact, the proof of Theorem 1 relies on (20) to deal with the Brownian perturbation.
If {Bk(t), t > 0}, k = 1, 2, are two general stochastic processes, then (20) can be
guaranteed by (4).

Particularly, if the claims have regularly varying tail distributions, then the following
can be obtained from Theorem 1 immediately.

Corollary 1. Under the conditions of Theorem 1, suppose that Fk ∈ R−α for some α > 0
and k = 1, 2, R1(t) = R2(t) = rt, t > 0, for some constant r > 0. If for all t > 0,
N1(t) = N2(t) = N(t) with finite mean function λ(t) = E[N(t)], then

ψ(x, y, t) ∼ F1(x)F2(y)

( t∫
0−

t−s∫
0−

2e−2rαs−rαp λ(dp)λ(ds) + ρ

t∫
0−

e−2rαs λ(ds)

)
. (5)

4 Numerical simulations

In this section, we use Monte Carlo method to verify the accuracy of asymptotic estima-
tion of Corollary 1. We assume that X and Y have a common Pareto distribution

F (x) =

{
1− ( a

a+x )
b, x > a,

0, x 6 a,

with the scale parameter a = 1 and the shape parameter b = 1.32. Therefore, F1 = F2 =
F ∈ R−1.32. As noted in the introduction, the FGM copula satisfies SAI. We assume that
(X,Y )T has a FGM copula with the following joint distribution:

π(x, y) = F1(x)F2(y)
(
1 + γF1(x)F2(y)

)
, γ ∈ [−1, 1],

and the corresponding copula has the following form:

C(u, v) = uv
(
1 + γ(1− u)(1− v)

)
, u, v ∈ [0, 1], (6)

where γ is a dependence coefficient. From Example 2.1 of Li [14] we know thatX and Y
are SAI with a constant ρ = 1+γ. For more details about copula, one can see Nelsen [17].
In our simulation, we set γ = 0.2, γ = 0.5, and γ = 0.8, respectively. Suppose that
{N(t), t > 0} is a Poisson counting process generated by τi =

∑i
l=1 Tl, i > 1, and with
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(a) t = 10, γ = 0.2, x = 300 (b) t = 10, γ = 0.5, x = 300

(c) t = 10, γ = 0.8, x = 300

Figure 1. Accuracy of the asymptotic estimate.

E[N(t)] = λt, t > 0, where λ = 5. Set the premium C1(t) = C2(t) = 1.8t, t > 0, the
rate r = 0.03, n = 200, N = 50000. Fix the initial capital x = 300, and let the initial
capital y change from 300 to 1000 in a step 3.5. Divide t = 10 into n parts. The algorithm
of the kth test can be written as follows.

1. Generate random pairs (u, v)T by the FGM copula (6);
2. Generate X by F−1(u) from (u, v), and generate Y by F−1(v) from (u, v);
3. Generate Tl, where the distribution of Tl is an exponential distribution with a pa-

rameter of 0.2 and τi =
∑i
l=1 Tl, i = 1, 2, . . . , N ;

4. If τi > t, i = 1, 2, . . . , N , then the test is terminated. Otherwise, calculate∑i
l=1Xle

−rτl and
∑i
l=1 Yle

−rτl , i = 1, 2, . . . , N ;
5. Calculate Bk :=

∫ t
0−

e−rs Ck(ds) = 1.8t (1/r − e−rt/r), where k = 1, 2. If
mini{x −

∑i
l=1Xle

−rτl + B1} < 0 and mini{y −
∑i
l=1 Yle

−rτl + B2} < 0 both
hold at the same time, then write πk = 1, otherwise write πk = 0;

6. Calculate the ruin probability ψ1(x, y, t) =
∑N
k=1 πk/N . ψ2(x, y, t) is the right

side of (5). We can calculate it directly by the specific parameters. Based on the above
algorithm, by changing the dependence coefficients γ we obtain the graphs of ψ1(x, y, t)
and ψ2(x, y, t). Observing Figs. 1(a)–1(c), we can note that the values of ruin probability
decrease with the increasing of initial capital y. Though Figs. 1(a)–1(c) have different
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dependence coefficients, with the increasing of initial capital y, the values of ψ1(x, y, t)
and ψ2(x, y, t) get closer in a certain range. Figures 1(a)–1(c) also show that the simula-
tions fit well with the asymptotic function, which verifies the accuracy of the asymptotic
estimation in a specific context.

5 Proofs of main results

5.1 Some lemmas

Before proving the main results, we first give some useful lemmas. By the proof of
Lemma 3.4 of Cheng et al. [3] the following lemma can be obtained.

Lemma 1. Let {(X,Y )T, (Xi, Yi)
T, i > 1} be a sequence of i.i.d. nonnegative random

vectors with generic marginal distributions F ∈ S and G ∈ S , respectively. Assume
that X and Y are SAI with constant ρ > 0. Let ξ and η be two independent real-valued
random variables with distributions Fξ and Fη , respectively, and be independent of all
other random sources. If

Fξ(x) = o(1)F

(
x

a

)
and Fη(y) = o(1)G

(
y

a

)
for some a > 0, then for any fixed b > a, n > 1, and m > 1,

P

(
n∑
i=1

ciXi + ξ > x,

m∑
j=1

djYj + η > y

)
∼

n∑
i=1

m∑
j=1

P

(
Xi >

x

ci
, Yj >

y

dj

)
holds uniformly for all (c1, . . . , cn) ∈ [a, b]n and (d1, . . . , dm) ∈ [a, b]m.

The next lemma follows from Corollary 2.5 of Cline and Samorodnitsky [5].

Lemma 2. Let ξ and θ be two nonnegative independent random variables. If the distri-
bution of ξ is subexponential and θ is a bounded random variable, then the distribution
of θξ is subexponential.

The next lemma is Lemma 3.3 of Cheng et al. [3].

Lemma 3. Let {(X,Y )T, (Xi, Yi)
T, i > 1} be a sequence of i.i.d. nonnegative random

vectors with generic marginal distributions F ∈ S and G ∈ S , respectively. Assume that
ξ and η are two independent real-valued random variables with distributions Fξ and Fη ,
respectively, and independent of all other random sources. If

P(X > x, Y > y) = O(1)F (x)G(y),

Fξ(x) = O(1)F (x), and Fη(y) = O(1)G(y), then for any ε > 0, there exists a positive
constant K(F,G, Fξ, Fη) such that for all x > 0, y > 0, n > 1, and m > 1,

P

(
n∑
i=1

Xi + ξ > x,

m∑
j=1

Yj + η > y

)
6 K(1 + ε)n+mF (x)G(y).
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Lemma 4. Let {(X,Y )T, (Xi, Yi)
T, i > 1} be a sequence of i.i.d. nonnegative random

vectors with generic marginal distributions F ∈ S and G ∈ S. Assume that X and Y
are SAI with constant ρ > 0. Let {(θ(1)i , θ

(2)
i )T, i > 1} be a sequence of nonnega-

tive and upper bounded random variables, but not degenerate at zero. Assume also that
{(X,Y )T, (Xi, Yi)

T, i > 1}, {θ(1)i , i > 1}, and {θ(2)i , i > 1} are mutually independent.
Then for any fixed n > 1 and m > 1,

P

(
n∑
i=1

θ
(1)
i Xi > x,

m∑
j=1

θ
(2)
j Yj > y

)
∼

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
.

Proof. We first prove that for any fixed n > 1 and m > 1,

P

(
n∑
i=1

θ
(1)
i Xi > x,

m∑
j=1

θ
(2)
j Yj > y

)
&

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
. (7)

Without loss of generality, we assume that θ(k)i 6 1, k = 1, 2, i > 1. Applying Bonfer-
roni’s inequality, it holds that for any fixed n > 1, m > 1, x > 0, and y > 0,

P

(
n∑
i=1

θ
(1)
i Xi > x,

m∑
j=1

θ
(2)
j Yj > y

)

>
n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
−

∑
16i 6=k6n

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(1)
k Xk > x, θ

(2)
j Yj > y

)
−

∑
16l 6=j6m

n∑
i=1

P
(
θ
(1)
i Xi > x, θ

(2)
l Yl > y, θ

(2)
j Yj > y

)
=:

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
− I1(x, y)− I2(x, y). (8)

In the following, we first deal with I1(x, y). For any x > 0 and y > 0,

I1(x, y) =

(
n∑
i=1

n∑
k=1
k 6=i

m∑
j=1
j 6=i
j 6=k

+

n∑
i=1

n∑
k=1
k 6=i

∑
16j=k6m

+

n∑
i=1

n∑
k=1
k 6=i

∑
16j=i6m

)

×P
(
θ
(1)
i Xi > x, θ

(1)
k Xk > x, θ

(2)
j Yj > y

)
=: I11(x, y) + I12(x, y) + I13(x, y). (9)
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Since θ(1)k 6 1, k > 1, and {θ(1)i , i > 1}, {θ(2)j , j > 1}, and {(Xi, Yi)
T, i > 1} are

mutually independent, it holds that

I11(x, y) 6
n∑
i=1

n∑
k=1
k 6=i

m∑
j=1
j 6=i
j 6=k

P
(
θ
(1)
i Xi > x, Xk > x, θ

(2)
j Yj > y

)

6 nF (x)

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
= o(1)

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
. (10)

For I12(x, y), if n 6 m, then by θ
(1)
i 6 1, i > 1, and the mutual independence of

{θ(1)i , i > 1}, {θ(2)j , j > 1}, and {(Xi, Yi)
T, i > 1}

I12(x, y) 6
n∑
i=1

n∑
k=1
k 6=i

P
(
Xi > x, θ

(1)
k Xk > x, θ

(2)
k Yk > y

)

6 nF (x)

n∑
k=1

P
(
θ
(1)
k Xk > x, θ

(2)
k Yk > y

)
= o(1)

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
. (11)

If n > m, then by θ(1)i 6 1, i > 1, and the mutual independence of {θ(1)i , i > 1},
{θ(2)j , j > 1}, and {(Xi, Yi)

T, i > 1}

I12(x, y) 6 nF (x)

m∑
k=1

P
(
θ
(1)
k Xk > x, θ

(2)
k Yk > y

)
= o(1)

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
. (12)

Similarly, it holds that

I13(x, y) = o(1)

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
. (13)

By (9)–(13) it holds that

I1(x, y) = o(1)

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
. (14)
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It follows from the same way of the proof of I1(x, y) that

I2(x, y) = o(1)

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
,

which, combined with (8) and (14), gives that (7) holds.
Now we show that for any fixed n > 1 and m > 1,

P

(
n∑
i=1

θ
(1)
i Xi > x,

m∑
j=1

θ
(2)
j Yj > y

)
.

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
. (15)

We first assume that the random variables θ(1)i , θ(2)j , i, j > 1, are positive. For any
subsets I ⊂ I = {1, . . . , n}, J ⊂ J = {1, . . . ,m} and any 0 < ε1, ε2 < 1, write
Ic = I \ I , Jc = J \ J ,

Ωε1I
(
θ(1)
)
=
{
ω1: θ

(1)
i > ε1 for i ∈ I, and θ(1)q 6 ε1 for q ∈ Ic

}
and

Ωε2J
(
θ(2)
)
=
{
ω2: θ

(2)
j > ε2 for j ∈ J, and θ(2)p 6 ε2 for p ∈ Jc

}
.

Since {(Xi, Yi)
T, i > 1}, {θ(1)i , i > 1}, and {θ(2)i , i > 1} are mutually independent,

by Lemma 1 for ξ = η ≡ 0, it holds that

P

(
n∑
i=1

θ
(1)
i Xi > x,

m∑
j=1

θ
(2)
j Yj > y

)

∼
∑
I⊂I

∑
J⊂J

[∑
i∈I

∑
j∈J

P
(
θ
(1)
i Xi > x, Ωε1I

(
θ(1)
)
, θ

(2)
j Yj > y, Ωε2J

(
θ(2)
))

+
∑
i∈I

∑
p∈Jc

P(θ
(1)
i Xi > x, ε2Yp > y, Ωε1I

(
θ(1)
)
, Ωε2J

(
θ(2)
))

+
∑
q∈Ic

∑
j∈J

P
(
ε1Xq > x, θ

(2)
j Yj > y, Ωε1I

(
θ(1)
)
, Ωε2J

(
θ(2)
))

+
∑
q∈Ic

∑
p∈Jc

P
(
ε1Xq > x, ε2Yp > y, Ωε1I

(
θ(1)
)
, Ωε2J

(
θ(2)
))]

6
n∑
i=1

m∑
j=1

∑
i∈I⊂I

∑
j∈J⊂J

P
(
θ
(1)
i Xi > x, Ωε1I

(
θ(1)), θ

(2)
j Yj > y, Ωε2J

(
θ(2)
))

+

n∑
i=1

m∑
p=1

∑
i∈I⊂I

∑
p/∈J⊂J

P
(
θ
(1)
i Xi > x, θ(2)p Yp > y, Ωε1I

(
θ(1)
))P(Ωε2J (θ(2)))

P(θ
(2)
p > ε2)

https://www.journals.vu.lt/nonlinear-analysis

https://www.journals.vu.lt/nonlinear-analysis


The finite-time ruin probabilities of a dependent bidimensional risk model 471

+

n∑
q=1

m∑
j=1

∑
q/∈I⊂I

∑
j∈J⊂J

P
(
θ(1)q Xq > x, θ

(2)
j Yj > y, Ωε2J

(
θ(2)
))P(Ωε1I (θ(1)))

P(θ
(1)
q > ε1)

+

n∑
q=1

m∑
p=1

∑
q/∈I⊂I

∑
p/∈J⊂J

P
(
θ(1)q Xq > x, θ(2)p Yp > y

)P(Ωε1I (θ(1)))

P(θ
(1)
q > ε1)

P(Ωε2J (θ(2)))

P(θ
(2)
p > ε2)

6

(
1 + max

16p,q6n

{
P(θ

(2)
p 6 ε2)

P(θ
(2)
p > ε2)

,
P(θ

(1)
q 6 ε1)

P(θ
(1)
q > ε1)

,
P(θ

(1)
q 6 ε1)

P(θ
(1)
q > ε1)

P(θ
(2)
p 6 ε2)

P(θ
(2)
p > ε2)

})
n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
.

Now let ε1, ε2 ↓ 0 in the above formula. Since θ(1)i and θ(2)j , i, j > 1 are positive random
variables, we get that (15) holds.

Now we prove (15) for the case where the random variables θ(1)i and θ(2)j , i, j > 1,
may take value 0 with a positive probability. For the above subsets I of I and J of J, write

Ω0
I

(
θ(1)
)
=
{
ω1: θ

(1)
i > 0 for i ∈ I, and θ(1)q = 0 for q ∈ Ic

}
and

Ω0
J

(
θ(2)
)
=
{
ω2: θ

(2)
j > 0 for j ∈ J, and θ(2)p = 0 for p ∈ Jc

}
.

Thus, for sufficiently large x and y, it holds that

P

(
n∑
i=1

θ
(1)
i Xi > x,

m∑
j=1

θ
(2)
j Yj > y

)
.
∑
∅6=I⊂I

∑
∅6=J⊂J

∑
i∈I

∑
j∈J

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y, Ω0

I

(
θ(1)
)
, Ω0

J

(
θ(2)
))

=
n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
,

where the second step has used relation (15) for positive random variables θ(1)i and θ(2)j ,
i, j > 1. This ends the proof of Lemma 4.

The following lemma is an extension of Lemma 4. It plays an important role in the
proofs of the main result. To prove this lemma, we will follow the line of the proof of
Lemma 2.5 in Wang et al. [20].

Lemma 5. Let {(X,Y )T, (Xi, Yi)
T, i > 1} be a sequence of i.i.d. nonnegative random

vectors with generic marginal distributions F ∈ S and G ∈ S. Assume that X and Y
are SAI with constant ρ > 0. Let {(θ(1)i , θ

(2)
i )T, i > 1} be a sequence of nonnega-

tive and upper bounded random variables, but not degenerate at zero. Assume also that
{(X,Y )T, (Xi, Yi)

T, i > 1}, {θ(1)i , i > 1}, and {θ(2)i , i > 1} are mutually independent.
Let ξ and η be two independent real-valued random variables with distributions Fξ and
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Fη , respectively, and be independent of all other random sources. If Fξ(x) = o(1)F (cx)
and Fη(y) = o(1)G(cy) for all c > 0, then for any fixed n > 1 and m > 1,

P

(
n∑
i=1

θ
(1)
i Xi + ξ > x,

m∑
j=1

θ
(2)
j Yj + η > y

)

∼
n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
.

Proof. It suffices to prove for any fixed n > 1 and m > 1 that

P

(
n∑
i=1

θ
(1)
i Xi + ξ > x,

m∑
j=1

θ
(2)
j Yj + η > y

)

&
n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
(16)

and

P

(
n∑
i=1

θ
(1)
i Xi + ξ > x,

m∑
j=1

θ
(2)
j Yj + η > y

)

.
n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
. (17)

We first prove that for any 1 6 i 6 n, 1 6 j 6 m, u > 0, and v > 0,

lim
(x,y)→(∞,∞)

P(θ
(1)
i Xi > x+ u, θ

(2)
j Yj > y + v)

P(θ
(1)
i Xi > x, θ

(2)
j Yj > y)

= 1. (18)

Since θ(1)i and θ(2)j are upper bounded, F ∈ S ⊂ L and G ∈ S ⊂ L, by Lemma 2 we
know that θ(1)i Xi and θ(2)j Yj have subexponential distributions.

If 1 6 i 6 n, 1 6 j 6 m, and i 6= j, since Xi, Yj , θ
(1)
i , and θ(2)j are mutually

independent, it holds that

lim
(x,y)→(∞,∞)

P(θ
(1)
i Xi > x+ u, θ

(2)
j Yj > y + v)

P(θ
(1)
i Xi > x, θ

(2)
j Yj > y)

= 1. (19)

If 1 6 i 6 n, 1 6 j 6 m, and i = j, let 0 6 θ
(1)
i 6 M and 0 6 θ

(2)
i 6 M for some

constant M > 0. Since Xi and Yi are SAI with constant ρ > 0 and θ(1)i Xi and θ(2)i Yi
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have long-tailed distributions, it holds that

lim
(x,y)→(∞,∞)

P(θ
(1)
i Xi > x+ u, θ

(2)
i Yi > y + v)

P(θ
(1)
i Xi > x, θ

(2)
i Yi > y)

= lim
(x,y)→(∞,∞)

ρ
∫M
0−
∫M
0−P(Xi >

x+u
s )P(Yi >

y+v
t )P(θ

(1)
i ∈ ds)P(θ

(2)
i ∈ dt)

ρ
∫M
0−
∫M
0−P(Xi >

x
s )P(Yi >

y
t )P(θ

(1)
i ∈ ds)P(θ

(2)
i ∈ dt)

= lim
(x,y)→(∞,∞)

P(θ
(1)
i Xi > x+ u)

P(θ
(1)
i Xi > x)

P(θ
(2)
i Yi > y + v)

P(θ
(2)
i Yi > y)

= 1,

which, combined with (19), gives that (18) holds.
We first prove (16). By Fatou’s lemma, Lemma 4, and (18) it holds that

lim inf
(x,y)→(∞,∞)

P(
∑n
i=1 θ

(1)
i Xi + ξ > x,

∑m
j=1 θ

(2)
j Yj + η > y)∑n

i=1

∑m
j=1 P(θ

(1)
i Xi > x, θ

(2)
j Yj > y)

>

∞∫
0−

∞∫
0−

lim inf
(x,y)→(∞,∞)

∑n
i=1

∑m
j=1 P(θ

(1)
i Xi > x+ u, θ

(2)
j Yj > y + v)∑n

i=1

∑m
j=1 P(θ

(1)
i Xi > x, θ

(2)
j Yj > y)

P
(
ξ− ∈ du

)
P
(
η− ∈ dv

)
>

∞∫
0−

∞∫
0−

lim inf
(x,y)→(∞,∞)

min
16i,j6n

P(θ
(1)
i Xi > x+ u, θ

(2)
j Yj > y + v)

P(θ
(1)
i Xi > x, θ

(2)
j Yj > y)

P
(
ξ− ∈ du

)
P
(
η− ∈ dv

)
= 1,

which shows that (16) holds.
Relation (17) can be proved by first considering that the random variables θ(1)i and

θ
(2)
j , i, j > 1, are positive, and then considering that the random variables θ(1)i and θ(2)j ,
i, j > 1, may take value 0 with a positive probability. The way is similar to that of the
proof of (15). We omit the details. This completes the proof of Lemma 5.

The following lemma can be obtained from Theorem 1 of Li [13] because the random
variables {(θ(1)i , θ

(2)
i )T, i > 1} are upper bounded.

Lemma 6. Let {(X,Y )T, (Xi, Yi)
T, i > 1} be a sequence of i.i.d. nonnegative random

vectors with generic marginal distributions F ∈ L ∩ D and G ∈ L ∩ D. Assume that
X and Y are SAI with constant ρ > 0. Let {(θ(1)i , θ

(2)
i )T, i > 1} be a sequence of

nonnegative and upper bounded random variables, but not degenerate at zero. Assume
also that {(X,Y )T, (Xi, Yi)

T, i > 1} and {(θ(1)i , θ
(2)
i )T, i > 1} are independent, and

{θ(1)i , i > 1} and {θ(2)i , i > 1} can be arbitrary dependent. Then for any fixed n > 1
and m > 1,

P

(
n∑
i=1

θ
(1)
i Xi > x,

m∑
j=1

θ
(2)
j Yj > y

)
∼

n∑
i=1

m∑
j=1

P
(
θ
(1)
i Xi > x, θ

(2)
j Yj > y

)
.
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In the risk model (1), for any t > 0 and k = 1, 2, set

pk(t) =

t∫
0−

e−R̃k(s)Bk(ds)

and denote

pk(t) = sup
06s6t

pk(s) > 0 and p
k
(t) = inf

06s6t
pk(s) 6 0.

The result of the following lemma is (19) of Yang et al. [25].

Lemma 7. Consider the risk model (1) with nonnegative Lévy processes {R̃k(t), t > 0}.
Then for any fixed t > 0 and any x > 0,

P
(
δkpk(t) > x

)
= P

(
δkpk(t) < −x

)
6 2Φ

(
x

δk
√
t

)
, k = 1, 2,

where Φ is the standard Gaussian distribution.

Remark 5. Under the conditions of Lemma 7, if Fk ∈ S, k = 1, 2, by Lemma 7 and (3)
it holds for all c > 0 and t > 0 that

P
(
δ1p1(t) > x

)
= o(1)F1(cx) and P

(
δ2p2(t) > y

)
= o(1)F2(cy). (20)

5.2 Proof of Theorem 1

Firstly, we deal with the upper bound forψ(x, y, t). Choosing some largeN0, by Lemma 7
it holds for any fixed t > 0, all x > 0, and y > 0 that

ψ(x, y, t)

6 P

(
N1(t)∑
i=1

Xie
−R1(τ

(1)
i ) + δ1p1(t) > x,

N2(t)∑
j=1

Yje
−R2(τ

(2)
j ) + δ2p2(t) > y

)

=

(
N0∑
m=0

N0∑
n=0

+

N0∑
m=0

∞∑
n=N0+1

+

∞∑
m=N0+1

∞∑
n=0

)

P

(
m∑
i=1

Xie
−R1(τ

(1)
i )+ δ1p1(t) > x,

n∑
j=1

Yje
−R2(τ

(2)
j )+ δ2p2(t) > y,

N1(t) = m, N2(t) = n

)
=: I1(x, y, t) + I2(x, y, t) + I3(x, y, t).
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For I1(x, y, t),

I1(x, y, t)

=

(
N0∑
m=1

N0∑
n=1

+

0∑
m=0

N0∑
n=1

+

0∑
n=0

N0∑
m=1

+

0∑
m=0

0∑
n=0

)

P

(
m∑
i=1

Xie
−R1(τ

(1)
i )+ δ1p1(t) > x,

n∑
j=1

Yje
−R2(τ

(2)
j )+ δ2p2(t) > y,

N1(t) = m, N2(t) = n

)
=: I11(x, y, t) + I12(x, y, t) + I13(x, y, t) + I14(x, y, t). (21)

For any t > 0, n > 1, and m > 1, set

Ω1
m =

{
(z1, z2, . . . , zm+1): 0 6 z1 6 z2 6 · · · 6 zm 6 t < zm+1

}
and

Ω2
n =

{
(q1, q2, . . . , qn+1): 0 6 q1 6 q2 6 · · · 6 qn 6 t < qn+1

}
.

By Lemma 5 and (20) it holds that

I11(x, y, t)

∼
N0∑
m=1

N0∑
n=1

m∑
i=1

n∑
j=1

∫
Ω1

m

∫
Ω2

n

P
(
Xie

−R1(zi) > x, Yje
−R2(qj) > y

)
P
(
τ
(1)
1 ∈ dz1, . . . , τ

(1)
m+1∈ dzm+1, τ

(2)
1 ∈ dq1, . . . ,

τ
(2)
n+1∈ dqn+1

)
6
∞∑
i=1

∞∑
j=1

t∫
0−

t∫
0−

P
(
Xi > xeR1(s), Yj > yeR2(p)

)
P
(
τ
(1)
i ∈ ds, τ

(2)
j ∈ dp

)

∼
∞∑
i=1

∑
16j 6=i<∞

t∫
0−

t∫
0−

P
(
Xie

−R1(s)> x
)
P(Yje

−R2(p)> y
)
P(τ

(1)
i ∈ ds, τ

(2)
j ∈ dp

)

+ ρ

∞∑
i=1

t∫
0−

t∫
0−

P
(
Xie

−R1(s) > x
)
P(Yie

−R2(p) > y
)
P
(
τ
(1)
i ∈ ds, τ

(2)
i ∈ dp

)

=

t∫
0−

t∫
0−

P
(
Xe−R1(s) > x

)
P
(
Y e−R2(p) > y

)
λ(ds,dp)

+ (ρ− 1)

t∫
0−

t∫
0−

P
(
Xe−R1(s) > x

)
P
(
Y e−R2(p) > y

)
λ̃(ds,dp)

=: φ(x, y, t). (22)
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For I12(x, y, t), since F1 ∈ S and e−R1(t) 6 1, a.s., t > 0, by Lemma 2 it holds that
X1e

−R1(t) has a subexponential distribution. Thus by Lemma 7 we get that for any t > 0,

P
(
δ1p1(t) > x

)
= o(1)P

(
Xe−R1(t) > x

)
. (23)

Since {Yj , j > 1} are i.i.d. and e−R2(τ
(2)
j ) 6 1 a.s., j > 1, by Lemma 2.5 of Wang et

al. [20] and (20) it holds that

N0∑
n=1

P

(
n∑
j=1

Yje
−R2(τ

(2)
j ) + δ2p2(t) > y, N2(t) = n

)

.

t∫
0−

P
(
Y e−R2(p) > y

)
λ2(dp). (24)

Thus by (23) and (24) it holds that

I12(x, y, t) 6 P
(
δ1p1(t) > x

) N0∑
n=1

P

(
n∑
j=1

Yje
−R2(τ

(2)
j )+ δ2p2(t) > y, N2(t) = n

)

= o(1)P
(
Xe−R1(t) > x

) t∫
0−

P
(
Y e−R2(p) > y

)
λ2(dp). (25)

From the definition of φ(x, y, t), since T (1)
1 is independent of {T (2)

k , k > 1}, it holds that
all t > 0, x > 0, and y > 0 for

φ(x, y, t) > (ρ ∧ 1)

∞∑
i=1

∞∑
j=1

t∫
0−

t∫
0−

P
(
Xe−R1(s)> x

)
P
(
Y e−R2(p)> y

)
P
(
τ
(1)
i ∈ ds, τ

(2)
j ∈ dp

)
(26)

>
(
ρ ∧ 1

)
P
(
Xe−R1(t)> x

)
P
(
T

(1)
1 6 t

) t∫
0−

P
(
Y e−R2(p)> y

)
λ2(dp) (27)

>
(
ρ ∧ 1)P

(
T

(1)
1 6 t

)
λ2(t)P

(
Xe−R1(t)> x

)
P
(
Y e−R2(t)> y

)
. (28)

Similarly, since T (2)
1 is independent of {T (1)

k , k > 1}, it holds for all t > 0, x > 0, and
y > 0 that

φ(x, y, t) > (ρ ∧ 1)P
(
Y e−R2(t) > y

)
P
(
T

(2)
1 6 t

)
×

t∫
0−

P
(
Xe−R1(s) > x

)
λ1(ds). (29)
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Since P(T
(1)
1 6 t) > 0, by (25) and (27) it holds that

I12(x, y, t) = o(1)φ(x, y, t). (30)

Similarly, by P(T
(2)
1 6 t) > 0 and (29) we can obtain that

I13(x, y, t) = o(1)φ(x, y, t). (31)

For I14(x, y, t), similar to (23), it holds that for any t > 0,

P
(
δ2p2(t) > y

)
= o(1)P

(
Y e−R2(t) > y

)
. (32)

By (23), (32), (28), P(T
(1)
1 6 t) > 0, and λ2(t) > P(T

(2)
1 6 t) > 0 it holds that

I14(x, y, t) 6 P
(
δ1p1(t) > x

)
P
(
δ2p2(t) > y

)
= o(1)φ(x, y, t). (33)

Thus, by (21), (22), (30), (31), and (33) it holds that

I1(x, y, t) . φ(x, y, t). (34)

As for I2(x, y, t), it holds for any t > 0, x > 0, and y > 0 that

I2(x, y, t)

6
N0∑
m=1

∞∑
n=N0+1

P

(
m∑
i=1

Xie
−R1(τ

(1)
i ) + δ1p1(t) > x,

n∑
j=1

Yje
−R2(τ

(2)
j ) + δ2p2(t) > y, N1(t) = m, N2(t) = n

)

+

∞∑
n=N0+1

P

(
δ1p1(t) > x,

n∑
j=1

Yje
−R2(τ

(2)
j ) + δ2p2(t) > y, N2(t) = n

)

=: I21(x, y, t) + I22(x, y, t). (35)

We first deal with I21(x, y, t). Since {(Xi, Yi)
T, i > 1} are i.i.d. and {(Xi, Yi)

T,

i > 1}, {R1(t), t > 0}, {R2(t), t > 0}, T (1)
1 , and T

(2)
1 are independent, it holds

for any t > 0 that {(Xie
−R1(T

(1)
1 )1{T (1)

1 6t}, Yie
−R2(T

(2)
1 )1{T (2)

1 6t})
T, i > 1} are i.i.d.

Since 0 6 e−Rk(T
(k)
1 )1{T (k)

1 6t} 6 1 and Fk ∈ S, k = 1, 2, it follows from Lemma 2
that Xe−R1(T

1
1 )1{T (1)

1 6t} and Y e−R2(T
(2)
1 )1{T (2)

1 6t} have subexponential distributions.
Because X and Y are SAI with constant ρ > 0, we know that for any t > 0 satisfying
P(T

(k)
1 6 t) > 0, k = 1, 2,

P
(
Xe−R1(T

(1)
1 )1{T (1)

1 6t} > x, Y e−R2(T
(2)
1 )1{T (2)

1 6t} > y
)

∼ ρP
(
Xe−R1(T

(1)
1 )1{T (1)

1 6t} > x
)
P
(
Y e−R2(T

(2)
1 )1{T (2)

1 6t} > y
)
, (36)
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and, similarly to (20), we get that

P
(
δ1p1(t) > x

)
= o(1)P

(
Xe−R1(T

(1)
1 )1{T (1)

1 6t} > x
)

and
P
(
δ2p2(t) > y

)
= o(1)P

(
Y e−R2(T

(2)
1 )1{T (2)

1 6t} > y
)
.

Thus {(Xie
−R1(T

(1)
1 )1{T (1)

1 6t}, Yie
−R2(T

(2)
1 )1{T (2)

1 6t})
T, i > 1}, ξ = δ1p1(t), and η =

δ2p2(t) satisfy the conditions of Lemma 3. Therefore, by Lemma 3, (36), and (26), for
any ε0 > 0, there exists a constant K > 0 such that for all x > 0 and y > 0,

I21(x, y, t) 6
N0∑
m=1

∞∑
n=N0+1

P

(
m∑
i=1

Xie
−R1(T

(1)
1 )1{T (1)

1 6t} + δ1p1(t) > x,

n∑
j=1

Yje
−R2(T

(2)
1 )1{T (2)

1 6t} + δ2p2(t) > y

)
×P

(
N1(t) > m− 1, N2(t) > n− 1

)
6 K

N0∑
m=1

∞∑
n=N0+1

(1 + ε0)
m+nP

(
N1(t) > m− 1, N2(t) > n− 1

)
×P

(
X1e

−R1(T
(1)
1 )1{T (1)

1 6t} > x
)
P
(
Y1e
−R2(T

(2)
1 )1{T (2)

1 6t} > y
)

6 2ρ−1KP
(
X1e

−R1(T
(1)
1 )1{T (1)

1 6t} > x, Y1e
−R2(T

(2)
1 )1{T (2)

1 6t} > y
)

×
N0∑
m=1

∞∑
n=N0+1

(1 + ε0)
m+nP

(
N1(t) > m− 1, N2(t) > n− 1

)
6 2ρ−1(ρ ∧ 1)−1Kφ(x, y, t)

×
N0∑
m=1

∞∑
n=N0+1

(1 + ε0)
m+nP

(
N1(t) > m− 1, N2(t) > n− 1

)
.

Choose some small enough ε0 > 0 such that
∞∑
m=1

∞∑
n=1

(1 + ε0)
m+nP

(
N1(t) > m− 1, N2(t) > n− 1

)
<∞.

Thus

lim
N0→∞

lim sup
I21(x, y, t)

φ(x, y, t)
= 0. (37)

For I22(x, y, t),

I22(x, y, t) = P
(
δ1p1(t) > x

)
×

∞∑
n=N0+1

P

( ∞∑
j=1

Yje
−R2(τ

(2)
j ) + δ2p2(t) > y, N2(t) = n

)
.
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Using the same proof of (37), by Lemma 2.6 of Wang et al. [20], (23), and (27) it holds
that

lim
N0→∞

lim sup
I22(x, y, t)

φ(x, y, t)
= 0. (38)

By (35), (37), and (38) it holds that

lim
N0→∞

lim sup
I2(x, y, t)

φ(x, y, t)
= 0. (39)

Using the similar proof of (39), we can get

lim
N0→∞

lim sup
I3(x, y, t)

φ(x, y, t)
= 0. (40)

Thus, by (18), (34), (39), and (40) we get the upper bound for ψ(x, y, t).
Next, we prove the lower bound for ψ(x, y, t). By 0 6 ck(t) 6 M0 and Rk(t) > 0,

for any t > 0 and k = 1, 2, it holds for any t > 0, x > 0, and y > 0 that

ψ(x, y, t) > P

(
N1(t)∑
i=1

Xie
−R1(τ

(1)
i ) − δ1p1(t)−M0t > x,

N2(t)∑
j=1

Yje
−R2(τ

(2)
j ) − δ2p2(t)−M0t > y

)
=: J(x, y, t).

Since −δkpk(t)−M0t 6 0, k = 1, 2, it holds that for all ck > 0, k = 1, 2,

P
(
−δ1p1(t)−M0t > x

)
= o

(
F1

(
x

c1

))
and

P
(
−δ2p2(t)−M0t > y

)
= o

(
F2

(
y

c2

))
.

Thus, by Lemma 5 it holds that

J(x, y, t)

>
N0∑
m=1

N0∑
n=1

∫
Ω1

m

∫
Ω2

n

P

(
m∑
i=1

Xie
−R1(zi) − δ1p1(t)−M0t > x,

n∑
j=1

Yje
−R2(qj) − δ2p2(t)−M0t > y

)
P
(
τ
(1)
1 ∈ dz1, . . . , τ

(1)
m+1∈ dzm+1, τ

(2)
1 ∈ dq1, . . . , τ

(2)
1 ∈ dqn+1

)
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∼

(
N0∑
m=1

N0∑
n=1

m∑
i=1

n∑
j=1

)
∫
Ω1

m

∫
Ω2

n

P
(
Xie

−R1(zi) > x, Yje
−R2(qj) > y

)
P
(
τ
(1)
1 ∈ dz1, . . . , τ

(1)
m+1 ∈ dzm+1, τ

(2)
1 ∈ dq1, . . . , τ

(2)
1 ∈ dqn+1

)
=

( ∞∑
m=1

∞∑
n=1

−
∞∑
m=1

∞∑
n=N0+1

−
∞∑

m=N0+1

N0∑
n=1

)
m∑
i=1

n∑
j=1

P
(
Xie

−R1(τ
(1)
i ) > x, Yje

−R2(τ
(2)
j ) > y, N1(t) = m, N2(t) = n

)
=: J1(x, y, t)− J2(x, y, t)− J3(x, y, t). (41)

By the proof of (22) we get that

J1(x, y, t) ∼ φ(x, y, t). (42)

For J2(x, y, t), by (26)

J2(x, y, t)

. (ρ ∨ 1)

∞∑
m=1

∞∑
n=N0+1

t∫
0−

t∫
0−

mnP
(
N1(t− s) = m− 1, N2(t− p) = n− 1

)
×P

(
Xe−R1(s) > x

)
P
(
Y e−R2(p) > y

)
P
(
T

(1)
1 ∈ ds, T

(2)
1 ∈ dp

)
6 (ρ ∨ 1)(ρ ∧ 1)−1E

[
N1(t)N2(t)1{N2(t)>N0}

]
φ(x, y, t),

which, combined with E[N1(t)N2(t)] <∞, yields

lim
N0→∞

lim sup
J2(x, y, t)

φ(x, y, t)
= 0. (43)

Similarly, we can get

lim
N0→∞

lim sup
J3(x, y, t)

φ(x, y, t)
= 0. (44)

By (41)–(44) we get the lower bound for ψ(x, y, t). It completes the proof of Theorem 1.
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