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Abstract. This article is the second part of a survey dedicated to M -matrices and the application 
of the finite difference method to elliptic problems with nonlocal boundary conditions. Here, we 
examine cases in which the matrix of the resulting system of linear equations is an M -matrix. Here, 
we address the discrete Sturm–Liouville problem with nonlocal boundary conditions, describing 
its spectrum in one-dimensional case. This enables us to determine the values of the nonlocality 
parameters for which the finite difference scheme is represented by an M -matrix.

Keywords: M-matrices, finite d ifference m ethod, S turm–Liouville p roblem, n onlocal boundary 
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1 Introduction

Mathematical models based on differential equations with various types of nonlocal bound-
ary conditions (NBCs) have been intensely studied in the fields of differential equation 
theory and numerical analysis [2, 3, 12, 24, 25, 48]. The application of numerical methods 
to problems involving NBCs results in non-symmetric, non-self-adjoint operators and 
matrices [17, 37].

M -matrices appear in many mathematical models, including those in engineering, 
mathematical economics, optimization theory, probability theory, statistics, and many 
other fields [5]. Professor Mifodijus Sapagovas is one of the researchers who uses M -ma-
trix theory to study the properties of finite difference schemes (FDS) for problems with 
(NBCs) [11]. More information about M -matrices and FDS for problems with NBCs 
can be found in the first part of this survey [10]. There, we use a method based on regular
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splitting to provide necessary and sufficient conditions for finding the spectrum radius of
a special matrix [4, Cor. 6.17]. Here, we use a different approach. We solve the discrete
Sturm–Liouville problem (dSLP) to find the spectrum [29, 35, 38]. We conclude that the
matrix of our problem is an M -matrix if the real parts of all the eigenvalues are positive
[34, Thm. 2.1].

Our survey paper focuses on the study of the one-dimensional discrete Sturm–Liouville
problem with nonlocal boundary conditions in relation to M -matrix theory. Section 2
briefly presents the main properties of M -matrices and their relation to other types of
matrices. Section 3 discusses the algebraic eigenvalue problem. Section 4 introduces the
finite difference method for the Sturm–Liouville problem, grids, grid functions, and grid
operators. Section 5 describes the general solution to the Sturm–Liouville equation using
Chebyshev polynomials. A large part of the section is devoted to solutions in trigonomet-
ric form. Section 6 discusses natural boundary conditions. The natural approximation
of derivatives is presented. Section 7 considers examples of discrete Sturm–Liouville
problems with nonlocal boundary conditions and uses the obtained results to determine
whether the corresponding matrix is an M -matrix.

2 Notation. M-matrices

We will begin with the common notation, general concepts, and statements of matrix
theory that will be used throughout this paper.

We denote C+ := {z ∈ C: Re z > 0}. We denote the set of all n × m complex
(or real) matrices A = (aij), aij ∈ C (or aij ∈ R) as Cn×m (or Rn×m). To denote
a row of a matrix, we often use the superscript A = (aij). We will consider matrices
v = (v1, . . . , vn)> ∈ Rn×1 = Rn (or v = (v1, . . . , vn)>) as vectors. We denote a matrix
(or vector) consisting only of zeros by O (or 0) and the identity matrix by I. If necessary
for clarity, the dimension of these vectors or the identity matrix is indicated by subscripts.

In this article, we consider real matrices A ∈ Rn×m. We use the notation A 6 B
(or A < B) if A,B ∈ Rn×m and aij 6 bij (or aij < bij) for all i, j. Following
traditional notation, we will write A > 0 (or A > 0) instead of A > O (or A > O) for
a nonnegative (or positive) matrices and vectors.

The set of all eigenvalues λ1, . . . , λn of a matrix A ∈ Cn×n (spectrum of a matrix) is
denoted by σ(A). The spectral radius of A is ρ(A) := maxi=1,...,n |λi|.

Theorem 1. (See [54, Thm. 1.21], [4, Thm. 4.9].) If A ∈ Cn×n is strictly diagonally
dominant or irreducibly diagonally dominant, then A is nonsingular. If, in addition, its
diagonal entries are positive, i.e., aii > 0, then Reλi > 0 for all eigenvalues λi of A.

Thus, if Theorem 1 holds (in the case aii > 0), then σ(A) ⊂ C+.
The termM -matrix was first introduced by Ostrowski [31] in reference to the work of

Herman Minkowski [28]. In this paper, Minkowski proved that for a matrix A ∈ Rn×n,
under the conditions aij < 0, i 6= j, and

∑n
j=1 aij > 0, i = 1, . . . , n, the inequality

det A > 0 holds. The second condition is the strict diagonal dominance condition. 
Ostrowski used the weaker condition aij 6 0, i 6= j.

Nonlinear Anal. Model. Control, 30(4):704–731, 2025
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2.1 M-matrices

Definition 1 [Z-matrix]. A matrix A ∈ Rn×m is a Z-matrix if it satisfies the condition
aij 6 0, i 6= j.

We denote a class of square Z-matrices as Zn := {A ∈ Rn×n: aij 6 0, i 6= j}.

Definition 2 [Monotone matrix]. A matrix A ∈ Rn×n is called monotone if it is non-
singular and A−1 > 0.

Definition 3 [M-matrix]. A matrix A ∈ Rn×n is an M -matrix if:

(i) the off-diagonal entries are nonpositive, aij 6 0, i 6= j;
(ii) A is nonsingular, and A−1 > 0.

Lemma 1. (See [34, Thm. 2.1].) Let A ∈ Zn and aii > 0, i = 1, . . . , n, then each of the
following statements is equivalent to “Matrix A is an M -matrix”:

(i) A is monotone. That is, A−1 exists, and A−1 > 0 or Av > 0 implies v > 0;
(ii) Reλ(A) > 0, where λ(A) is the eigenvalue of matrix A, i.e., σ(A) ⊂ C+.

2.2 Linear systems

In [10], we considered FDSs for one- and two-dimensional Poisson equations with bound-
ary conditions (BCs), writing them as linear systems in the form

AiUi + AbUb = Fi, Ai ∈ Rn×n, Ab ∈ Rn×m, (1)

Ub = BbUb + BiUi + Fb, Bi ∈ Rm×n, Bb ∈ Rm×m, (2)

where Eq. (1) is a discretization of Poisson’s equation at the inner nodes, Ui,Fi ∈ Rn×1,
and Eq. (2) is a discretization of the BCs at the boundary nodes, Ub,Fb ∈ Rm×1.
Equation (2) is equivalent to

AbiUi + AbbUb = Fb,

where Abi = −Bi and Abb = I−Bb.
If Abb is an M -matrix and both Abi 6 0 and Ab 6 0, then the equation for the inner

nodes is [10]

AUi = F, A = Ai −C, C = Ab
(
Abb

)−1
Abi > 0.

If we use matrices B̃b and B̃i instead of Bb and Bi in (2), then we can calculate the
matrices Ãbi = −B̃i, Ãbb = I− B̃b, C̃ = Ab(Ãbb)−1Ãbi, and Ã = Ai − C̃.

Lemma 2. (See [10, Lemma 6].) Let 0 6 Bb 6 B̃b, and Ãbb are the M -matrices. Then
Abb is an M -matrix, and 0 6 (Abb)−1 6 (Ãbb)−1. If, additionally, 0 6 Bi 6 B̃i and
Ã is an M -matrix, then A is an M -matrix, and 0 6 A−1 6 Ã−1.

https://www.journals.vu.lt/nonlinear-analysis
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3 Algebraic Sturm–Liouville problem

We consider the algebraic Sturm–Liouville Problem (aSLP) for problem (1)–(2):

AiUi + AbUb = λUi, (3)

Ub = BbUb + BiUi. (4)

Equation (4) is equivalent to

AbiUi + AbbUb = 0. (5)

The parameter λ is an eigenvalue of this aSLP if nontrivial solution U=(Ui,Ub)>6=0
exists. We rewrite Eq. (3) as

Ai
λU

i = −AbUb, Ai
λ := Ai − λIn.

Then there exists the system of m linearly independent solutions Eλ = {E1(λ), . . . ,
Em(λ)}. If detAi

λ 6= 0, then the system Eλ is the basis of the set of the solutions. Let us
define the matrix

Eλ =
(
E1(λ), . . . ,Em(λ)

)
=

 E1
1(λ) · · · E1

m(λ)
· · · · · · · · ·

En+m1 (λ) · · · En+mm (λ)

 .

Then we have

U =
(
Ui,Ub

)>
=

m∑
l=1

vlEl(λ) = EλV, V :=
(
v1, . . . , vm

)>
, (6)

We can rewrite the BCs (5) as

BU = 0, B =

B1

· · ·
Bm

 =

 b11 · · · b1n+m
· · · · · · · · ·
bm1 · · · bmn+m

 :=
(
Abi,Abb

)
, (7)

where Bl = (bl1, . . . , b
l
n+m) ∈ R1×(n+m), l = 1, . . . ,m.

If detAbb 6= 0, then this aSLP is equivalent to the problem

Ai
λU

i + AbUb = 0,

AnUi + Ub = 0, An =
(
Abb

)−1
Abi.

Eliminating Ub gives

AλU
i = 0, Aλ := Ai

λ −C, C = Ab
(
Abb

)−1
Abi,

i.e., an Algebraic Eigenvalue Problem (AEP)

AUi = λUi, A := Ai −C ∈ Rn×n. (8)

This proves the following lemma.

Lemma 3. If det Abb 6= 0, then λ is the eigenvalue of the algebraic Sturm–Liouville 
problem (3)–(4) if and only if λ is the eigenvalue of the algebraic eigenvalue problem (8).

Nonlinear Anal. Model. Control, 30(4):704–731, 2025
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Nontrivial solutions of AEP exist if detAλ = 0. The roots of the latter equation are
the eigenvalues λk, k = 1, . . . , n, of both the AEP and the SLP. Therefore, for each λk,
we obtain the homogeneous linear equation

AUi = λkU
i.

A nontrivial solution of this equation is the eigenvector Uk,i for problem (8). Therefore,
the discrete SLP has the same eigenvalue λk as the AEP. The corresponding eigenvector
is Uk = (Uk,i,−AnUk,i)>.

If system Eλ is known, then the BCs (7) can be used to find the eigenvalues and
eigenvectors. Substituting expression (6) into (7) yields the homogeneous linear system

HλV = 0, Hλ := BEλ ∈ Rm×m. (9)

If detHλ = 0, then a nontrivial solution of (9) exists, and the set of roots of the charac-
teristic equation (CE) forms the spectrum of the aSLP. In the case λk belongs to the aSLP
spectrum, then we can find nontrivial solutions Vk of the equation Hλk

V = 0.
Consider the matrices H := Hλk

, E := Eλk
and the vectors El := El(λk), where

Eij := Eij(λk). If rankH = r < m, then renumbering the rows and columns of matrix H
yields

H =


h11 · · · h1r h1r+1 · · · h1m
· · · · · · · · · · · · · · · · · ·
hr1 · · · hrr hrr+1 · · · hrm
· · · · · · · · · · · · · · · · · ·
hm1 · · · hmr hmr+1 · · · hmm

 ,

∣∣∣∣∣∣
h11 · · · h1r
· · · · · · · · ·
hr1 · · · hrr

∣∣∣∣∣∣ 6= 0,

where hij = BiEj =
∑n+m
l=1 bilE

l
j . Let us denote

Hr =

h11 · · · h1r
· · · · · · · · ·
hr1 · · · hrr

 , Hp =

h1r+1 · · · h1m
· · · · · · · · ·
hrr+1 · · · hrm

 ,

H̃ =
(
Hr
)−1

Hp =

h̃1r+1 . . . h̃1m
. . . . . . . . .

h̃rr+1 . . . h̃rm

 ,

Vr =
(
v1, . . . , vr

)
, Vp =

(
vr+1, . . . , vm

)
,

Er = (E1, . . . ,Er), Ep = (Er+1, . . . ,Em).

The first r equations of the system HV = 0 give Vr = −H̃Vp and

U = EV = ErVr + EpVp =
(
Ep −ErH̃

)
Vp =

m∑
l=r+1

vl

(
El −

r∑
s=1

Esh̃
s
l

)
.

Thus, an eigenvalue λ = λk has m−r eigenvectors (geometric multiplicity γA(λk) =
m − r): Ẽl = Er+l −

∑r
s=1 Esh̃

s
r+l, l = 1, . . . ,m − r. If the algebraic multiplicity

µA(λk) > m− r, then generalized eigenvectors exist.

https://www.journals.vu.lt/nonlinear-analysis
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Example 1 [m = 2]. Form = 2, we have E = {E1(λk),E2(λk)}. If rankHλk
= r = 0,

then there are two linearly independent eigenvectors U1 = E1(λk) and U2 = E2(λk)
for the eigenvalue λk.

Suppose rankHλk
= r = 1. Let us denote [36, 52]

D[E ] =
(
D[E ]ij

)
=
(
D[E ]1, . . . ,D[E ]n+2

)
,

where

D[E ]ij :=

∣∣∣∣Ei1 Ei2
Ej1 Ej2

∣∣∣∣ =

∣∣∣∣Ei1 Ej1
Ei2 Ej2

∣∣∣∣ , D[E ]j =
(
D[E ]1j , . . . , D[E ]n+2,j

)>
.

In the case r = 1 (h11 6= 0), the eigenvalue λ = λk has single eigenvector U ∈ R(n+2)×1:

U j = −h11
(
Ej2 − E

j
1h̃

1
2

)
= h12E

j
1 − h11E

j
2 = −

n+2∑
i=1

b1i
(
Ei1E

j
2 − Ei2E

j
1

)
= −

n+2∑
i=1

b1iD[E ]ij = −B1D[E ]j .

The matrix D[E ] is skew-symmetric. Therefore,

U = D[E ]B1, B1 =
(
B1
)>
. (10)

In the case h12 6= 0, equality (10) holds, too. If h12 = h12 = 0, then the eigenvector
U = D[E ]B2, where B2 = (B2)>.

Corollary 1. In the case m = 2, the eigenvalue λ = λk has the following eigenvectors:

U1 ∼ E1, U2 ∼ E2 for rankHλk
= 0, (11)

U ∼ D[E ]B1 ∼ D[E ]B2 for rankHλk
= 1. (12)

4 Finite difference method for Sturm–Liouville problem

Let us consider one-dimensional SLP with two additional (boundary) conditions

−u′′ = λu, x ∈ Ω = [0, l], (13)

b1(u) = 0, b2(u) = 0, (14)

where equalities b1 and b2 describe additional (boundary) conditions.
In the domain Ω = [0, l], we introduce the grid ωth := {ti: ti = i · h, i = 0, . . . , N} 

and a subgrid ωth := {ti, i = 1, . . . , N − 1} with uniform steps h = l/N , 0 < N ∈ N.
We can extend the grid ωth to the grid Ωh := {tj , i = −1, 0, . . . , N, N + 1} or to the 
grid Zh := {tj : tj = ih, i ∈ Z}, which will be used for periodic problems. We use the 
standard ordering of the nodes of the grid Zh (Ωh), i.e., ti < ti+1.

Nonlinear Anal. Model. Control, 30(4):704–731, 2025
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We will use the trapezoidal approximation for the integrals in the BCs

[V,U ] := (V0U0 + VNUN )
h

2
+
N−1∑
i=1

ViUih ≈
l∫

0

v(x)u(x) dx, U, V ∈ Rω
h
t ,

and the grid operators δ2, δ̄, s̄ for the grid functions

δ2Ui :=
Ui+1 − 2Ui + Ui−1

h2
, δ̄Ui :=

Ui+1 − Ui−1
2h

,

s̄Ui :=
Ui+1 + Ui+1

2
, ti ∈ Zh.

These two operators approximate u′′(t) and u′(t) with the order of O(h2).
Later in the paper, we will use the following equalities useful to find generalized

eigenfunctions:

δ2(tU)i = tiδ
2(U)i + 2δ̄Ui, (15)

δ̄(tU)i = tiδ̄(U)i + s̄Ui. (16)

For Neumann or Robin BCs, ghost boundary nodes t−1, tN+1 ∈ ∂ωg are used
[1, Sect. 3.1.3], [23, Sect. 2.7]. Using the ghost node t−1 makes t0 an inner node, and us-
ing the ghost node tN+1 makes tN an inner node. There are four possible one-dimensional
grids in the domain Ω (see Fig. 1(a)):

(i) ω = ωht , |ω| = N − 1, ∂ω̃ = {t0, tN}, ∂gω = ∅;

(ii) ω = ωht + {tN}, |ω| = N, ∂ω̃ = {t0, tN+1}, ∂gω = {tN+1};

(iii) ω = {t0}+ ωht , |ω| = N, ∂ω̃ = {t−1, tN}, ∂gω = {t−1};

(iv) ω = ωht , |ω| = N + 1, ∂ω̃ = {t−1, tN+1}, ∂gω = {t−1, tN+1}.

We now define n = |ω|, ∂nω = ωrωht , ∂ω = ∂ω̃r ∂gω = ωht rω, ω = ω+ ∂ω = ωht ,
ω̃ = ω+ ∂ω̃. Thus, using the grid ω̃ (with ghost nodes), cases (2)–(4) have two boundary
points and become similar to case (1).

We consider one-dimensional dSLP

−δ2Ui = λUi, ti ∈ ω, (17)

B̃l(U) :=
∑
ti∈ωh

t

b̃liUi +
∑

ti∈∂nω

b̃liUi +
∑
ti∈∂ω

b̄liUi +
∑

ti∈∂gω

b̃liUi

=
∑
ti∈ω

b̃liUi +
∑
ti∈∂ω̃

b̃liUi =
∑
ti∈ω̃

b̃liUi = 0, l = 1, 2, (18)

on the grid ω̃.

https://www.journals.vu.lt/nonlinear-analysis
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(a) with the ghost nodes (b) without the ghost nodes

Figure 1. One-dimensional grids ω, ∂ω, ∂gω, ωht , ∂nω; – ghost nodes, – nodes for the natural derivative,
– nodes not used by the natural derivative.

Remark 1. If eigenvalues λk and eigenfunctions Uk(tj) = Uk(j/N), tj = hj, h =
N−1, for dSLP in the case Ω1 = [0, 1] (l = 1) are found, then for Ω = [0, l], τj = hlj,
hl = lN−1, the eigenvalues and eigenfunctions are as follows:

µk = h2hl
−2λk = l−2λk, Uk

l (τj) = Uk

(
j

N

)
= Uk

(
τj
l

)
.

As a result, only the case of l = 1 with h = N−1 can be considered.

Equations (17) can be written in the matrix form (3), where

Ai =
1

h2


2 −1

−1 2
. . .

. . . . . . −1
−1 2

 ∈ Rn×n, Ab = − 1

h2
J̃, J̃ =


1 0
0 0
...

...
0 0
0 1

 ∈ Rn×2.

5 Discrete Sturm–Liouville equation and Chebyshev polynomials

The discrete Sturm–Liouville Equation (dSLE)

−δ2Ui = λUi, ti ∈ Zh,

can be written in the form [8]

Uj+1 − 2zUj + Uj−1 = 0, z = 1− λh2

2
. (19)

Equation (19) for j ∈ Z and its solutions have been studied for z ∈ R [38]. The general
solution of this equation is given by

Uj = c1Tj(z) + c2T̃j−1(z)h, j ∈ Z,
where

Tj(z) =
(z +

√
z2 − 1)j + (z −

√
z2 − 1)j

2
, j ∈ Z,

Nonlinear Anal. Model. Control, 30(4):704–731, 2025
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are the Chebyshev polynomials of the first kind of degree j,

T̃j(z) =
(z +

√
z2 − 1)j+1 − (z −

√
z2 − 1)j+1

2
√
z2 − 1

, j ∈ Z,

are the Chebyshev polynomial of the second kind of degree j in z. The Chebyshev
polynomials can be further extended to (or initially defined as) polynomials of a complex
variable z [26,46]. These Chebyshev polynomials are solutions to two Cauchy problems:

Tj+1 − 2zTj + Tj−1 = 0, T0 = 1, T1 = z, (20)

T̃j+1 − 2zT̃j + T̃j−1 = 0, T̃−1 = 0, T̃0 = 1. (21)

The recurrence equations (20)–(21) allow us to find the Chebyshev polynomials Tj(z)
and T̃j−1(z) for all j ∈ Z.

Chebyshev polynomials (Tn, T̃n, n > 0) can be represented explicitly as the corre-
sponding determinants of the tridiagonal matrices of size n× n [26]:

Tn(z) :=

∣∣∣∣∣∣∣∣∣∣∣

2z −1
−1 2z −1

. . . . . . . . .
−1 2z −1

−1 z

∣∣∣∣∣∣∣∣∣∣∣
, T̃n(z) :=

∣∣∣∣∣∣∣∣∣∣∣

2z −1
−1 2z −1

. . . . . . . . .
−1 2z −1

−1 2z

∣∣∣∣∣∣∣∣∣∣∣
. (22)

Note that the corresponding matrices are M -matrices for z > 0.
The roots of Tj are zj,k = cos(π(k + 1/2)/j), k = 0, . . . , j − 1, the roots of T̃j

are z̃j,k = cos(πk/(j + 1)), k = 1, . . . , j. Thus, all roots of the Chebyshev polynomials
belong to (−1, 1). If deg T̃k > deg T̃l (or deg Tk > deg Tl), then the similar innequality
holds for the largest root, i.e., z̃k,1 > z̃j,1 (or zk,0 > zj,0).

We define the function D[T ]ij(z) [36]:

D[T ]ij(z) := h

∣∣∣∣∣ Ti(z) Tj(z)

T̃i−1(z) T̃j−1(z)

∣∣∣∣∣ =

∣∣∣∣∣ Ti(z) Tj(z)

hT̃i−1(z) hT̃j−1(z)

∣∣∣∣∣
= h

(
Ti(z)T̃j−1(z)− Tj(z)T̃i−1(z)

)
= −hT̃i−j−1(z).

Note that Tj(1) = 1, hT̃j(1) = tj+1, Tj(−1) = (−1)j , hT̃j(1) = (−1)jtj+1. Thus,

D[T ]ij(1) = tj−i, D[T ]ij(−1) = (−1)i(−1)jti−j .

Lemma 4. The following property of Chebyshev polynomials is true:

δ̄
(
hT̃j−1(z)

)
= Tj(z), tj ∈ Zh.

Proof. According to [26, Sect. 1.2.2],

δ̄T̃j−1(z) =
h−1(T̃j(z)− T̃j−2(z))

2
= h−1Tj(z). �
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The values of the Chebyshev polynomials Tj = δ̄(hT̃j−1) and hT̃j−1 form a funda-
mental system of solutions Tz = {T(z), T̃(z)} of the homogeneous equation (19), where
T(z) := {Tj(z), j ∈ Z}, T̃(z) := {hT̃j−1(z), j ∈ Z}.

Remark 2. As multiplier h → 0, the fundamental system of solutions of the difference
equation converges to the fundamental system of solutions of the differential equation
−u′′ = λu [8]:{

Tj(z), hT̃j−1(z)
}

=
{
δ̄
(
hT̃j−1(z)

)
, hT̃j−1(z)

}
→
{

cos(πqt),
sin(πqt)

πq

}
=

{
d

dt

sin(πqt)

πq
,

sin(πqt)

πq

}
, λ = (πq)2.

The general solution of difference equation (19) can be written in the matrix form:

U = v1T(z) + v2T̃(z) = TzV, Tz =
(
T(z), T̃(z)

)
, V =

(
v1, v2

)>
, (23)

where v1, v2 are two arbitrary constants. We define

Ez =
(
Ti
z,T

b
z

)>
=

(
T1(z) · · · Tn(z) T0(z) TN (z)

hT̃0(z) · · · hT̃n−1(z) hT̃−1(z) hT̃N−1(z)

)>
∈ R(n+2)×2.

Equation (9) becomes MzV = 0, where Mz = BEz = AbbTb
z + AbiTi

z . A nontrivial
solution of this equation exists if detMz = 0.

5.1 Domain ChqChqChq
Since λ = 2h−2(1− z), then in the case z = cos(πqh), the formula

λ = λh(q) =
4

h2
sin2 πqh

2
=

2

h2
(
1− cos(πqh)

)
, q ∈ Chq ,

defines bijection λh : Chq → Cλ = C = {λ = Reλ + Imλı} (see Fig. 2), where Chq :=
{q = x+yı: 0 6 x = Re q 6 N, y = Im q ∈ R; if x = 0 or x = N, then y > 0} [6,8].

Figure 2. Domain Chq ; – ramification points q = 0, N , – branch points λ = 0, 4N2.
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Figure 3. Images of lines Reλ = ck , k = 1, . . . , 7, in Chq : c1 < 0, c2 = 0, 0 < c3 < 2N2, c4 = 2N2,
2N2 < c5 < 4N2, c6 = 4N2, c7 > 4N2.

We use notation Rhq := {q = ıy: y > 0}∪ {q = x: x ∈ [0, N ]}∪ {q = N + ıy: y > 0}.
Note, if q ∈ Rhq , then λ ∈ R. The points λ = 0 and λ = 4N2 are the second-order Branch
Points (BP) of the mapping λ = λh(q).

Remark 3. Suppose, b = λh(a), a = 0, N , is the second-order BP of the mapping λ =
λh(q). Consider two functions f(λ) and g(q) = f(λh(q)). If function f(λ) = f(b) +
f ′(b)(λ−b)+O((λ−b)2), then g(q) = f(b)−(−1)ba/Ncπ2f ′(b)(q−a)2+O((q−a)4).
Thus, if the function f has simple zero at the point λ = b, then function g has double zero
at the point q = a (if the function f has a zero of order k at the point λ = b, then the
function g has zero of order 2k at the point q = a, k ∈ N).

Horizontal lines y = Im q = b are mapped to ellipses (see Fig. 2)

(1− Reλ · h2/2)2

cosh2(πbh)
+

(Imλ · h2/2)2

sinh2(πbh)
= 1.

If b = 0, the ellipse becomes a segment [0, 4N2]. Vertical lines x = Re q = a are mapped
to hyperbolas

(1− Reλ · h2/2)2

cos2(πah)
− (Imλ · h2/2)2

sin2(πah)
= 1.

If a = 0 (y ∈ [0,+∞)), a branch of the hyperbola becomes a segment (−∞, 0]; if a = N
(y ∈ [0,+∞)), a branch of the hyperbola becomes asegment [4N2,+∞); if a = N/2,
the whole hyperbola becomes a line Reλ = 2N2.

Now consider the inverse mapping q = qh(λ) and the vertical lines Reλ = c. Images
of these lines are shown in Fig. 3 and are defined by the equation

x = ϕc(y) =
arccos((1− h2/2c)/ cosh(πyh))

π/h
.

The function ϕc is even and is monotonic on the intervals (−∞, 0), (0,+∞). If c 6 0
(or c > 4N2), then there exists yc > 0 (ỹc > 0) such that ϕc(yc) = 0 (ϕc(ỹc) = N ),
if 0 6 c 6 4N2, then there exists xc = ϕc(0) ∈ [0, N ]. The point ycı corresponds
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(a) Dh0 (b) Dh−α, D̄hα, α > 0

Figure 4. Domains Dh0 , Dh−α, D̄hα.

to the eigenvalue λ = c 6 0, the point N + ỹcı corresponds to the positive eigenvalue
λ = c > 4N2, the point xc corresponds to the eigenvalue λ = c ∈ [0, 4N2].

If λ ∈ Cλ is an eigenvalue of dSLP (17)–(18), then the corresponding value of q ∈ Chq
is called an Eigenvalue Point (EP).

For M -matrices, all EPs belong to Dh
0 := {q ∈ Chq : Reλ > 0} (see Fig. 4(a)).

Additionally, for α > 0, we define two domains D̄h
α := {q ∈ Chq : Reλ > α}, Dh

−α :=

{q ∈ Chq : Reλ > −α} (see Fig. 4(b), the case α < 2N2).
We denoted by σhq (A) the image of the spectrum of the matrix A in Chq , that is,

λh(σhq (A)) = σ(A).

Lemma 5. A matrix A spectrum σ(A) ⊂ C+ if and only if σhq (A) ⊂ Dh
0 . If, in addition,

A ∈ Zn, then A is an M -matrix.

Proof. It follows from Lemma 1(ii).

Lemma 6. If σh1
q (A1) ⊂ D̄h1

α ⊂ Ch1
q and σh2

q (A2) ⊂ Dh2
−α ⊂ Ch2

q , then σ(A1) +
σ(A2) ⊂ C+.

Proof. If q1 ∈ D̄h1
α , q2 ∈Dh2

−α, then Reλ1 = Reλ(q1)>α> 0, Reλ2 = Reλ(q2)>−α.
Therefore, Re(λ1 + λ2) > 0.

We will rewrite dSLE (19) using the parameter q ∈ Chq instead of λ ∈ Cλ. Since
z = cos(πqh), Eq. (19) becomes [8]

Uj−1 − 2 cos(πqh)Uj + Uj+1 = 0, tj ∈ Zh, q ∈ Chq . (24)

We have a new basis function instead of Chebyshev polynomials:

Ej(q) = Tj
(
z(q)

)
= cos(πqtj),

Ẽj(q) = hT̃j−1
(
z(q)

)
= h

sin(πqtj)

sin(πqh)
, tj ∈ Zh,
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and Eq = {E(q), Ẽ(q)} is the fundamental system of solutions of homogeneous equa-
tion (24), where E(q) = (Ej(q), tj ∈ Zh), Ẽ(q) = (Ẽj(q), tj ∈ Zh). Therefore,

D[E ]ij(q) = −h
sin
(
πq(ti − tj)

)
sin(πqh)

, ti, tj ∈ Zh. (25)

Lemma 7. The following equalities hold:

δ̄Ei(q) = −h−2 sin2(πqh)Ẽi(q), δ̄Ẽi(q) = Ei(q), ti ∈ Zh, (26)

δ2Ei(q) = −λEi(q), δ2Ẽi(q) = −λẼi(q), ti ∈ Zh. (27)

Proof. Using definitions of the grid operators, we get:

δ̄Ei(q) =
Ei+1(q)− Ei−1(q)

2h
=

cos(πq(ti + h))− cos(πq(ti − h))

2h

= − sin(πqti) sin(πqh)

h
,

δ̄Ẽi(q) =
Ẽi+1(q)− Ẽi−1(q)

2h
=

sin(πq(ti + h))− sin(πq(ti − h))

2 sin(πqh)

= cos(πqti),

δ2Ei(q) =
cos(πq(ti + h)) + cos(πq(ti − h))− 2 cos(πqti)

h2

= −2− 2 cos(πqh)

h2
cos(πqti),

δ2Ẽi(q) =
sin(πq(ti + h)) + sin(πq(ti − h))− 2 sin(πqti)

h sin(πqh)

= −2− 2 cos(πqh)

h

sin(πqti)

sin(πqh)
. �

Corollary 2. At the nodes t0 = 0 and tN = 1 the following is true:

E0 = 1, EN = cos(πq), δ̄E0 = 0, δ̄EN = − sin(πq) sin(πqh)

h
, (28)

Ẽ0 = 0, ẼN =
h sin(πq)

sin(πqh)
, δ̄Ẽ0 = 1, δ̄ẼN = cos(πq). (29)

The general solution of difference equation (24) is given by [8]

U = v1E(q) + v2Ẽ(q) = EqV, Eq =
(
E(q), Ẽ(q)

)
, V =

(
v1, v2

)>
, (30)

and

Eq =
(
Ei
q,E

b
q

)>
=

(
E1(q) · · · En(q) E0(q) EN (q)

Ẽ1(q) · · · Ẽn(q) Ẽ0(q) ẼN (q)

)>
∈ R(n+2)×2,

Ei
q =

(
cos(πqt1) · · · cos(πqtn)

h sin(πqt1)
sin(πqh) · · · h sin(πqtn)

sin(πqh)

)>
, Eb

q =

(
1 cos(πq)

0 h sin(πq)
sin(πqh)

)>
.
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We rewrite Eq. (9) as

MqV = 0, Mq = BEq = AbbEb
q + AbiEi

q.

Nontrivial solution of this equation exists if detMq = 0. Roots of it are the EPs
q ∈ Chq . If qk is an EP, then we can find a nontrivial solution Vk of the equation MV = 0,
where M = Mqk , and obtain the eigenfunction Uk = EqkV

k, corresponding to the
eigenvalue

λk =
4

h2
sin2 πqkh

2
. (31)

Remark 4. In the case Ω = [0, l], the eigenvalues are given by:

λk =
4

h2
sin2 πqkh

2l
=

4

h2
sin2 πqk

2N
=

4N2

l2
sin2 πqk

2N
.

Remark 5. If EP q = 0 or q = N , i.e., if the eigenvalues are λ = 0 or λ = 4N2, then to
find eigenfunctions, we must use expression (23) with z = ±1:

Uj = v1 + v2tj , δ̄Uj = v2 for z = 1,

Uj = v1(−1)j + v2(−1)j−1tj , δ̄Uj = (−1)jv2 for z = −1,

where tj ∈ ω. The reason is that, when calculating the rank of Mz = BEz , the algebraic
multiplicity of an eigenvalue must be taken into account (see Remark 3).

6 Natural boundary conditions

Classical BCs for differential SLE (13) can be of Dirichlet, Neumann or Robin type. The
latter two types use the value of the derivative at the endpoint of the interval. To approx-
imate with second-order accuracy, the standard method is to use ghost nodes (see (18)).
Thus, we obtain two equations for Ui at the nodes in ω̃ that use ghost nodes. For example,
for the Neumann condition u′(0) = 0 we have the equation U−1 = U1. This equation can
be written in the form (5) with a nonzero matrix Bi.

If the node tj = 0 (tj = 1) is the inner node, then we have the equation U−1 =
2zU0 − U1 (UN+1 = 2zUN − UN−1) [8]. Therefore, in these cases we get the following
approximations of the first order derivative:

δ̄U0 =
U1 − U−1

2h
=
U1 − zU0

h
, δ̄UN =

UN+1 − UN−1
2h

=
zUN − UN−1

h
. (32)

Using the variable q ∈ Chq or λ instead of z, we get

δ̄U0 =
U1 − cos (πqh)U0

h
, δ̄UN =

cos (πqh)UN − UN−1
h

; (33)

δ̄U0 =
U1 − U0

h
+ λU0

h

2
, δ̄UN =

UN − UN−1
h

− λUN
h

2
. (34)
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Corollary 3.

δ̄U0 =
U1 − U0

h
, δ̄UN =

UN − UN−1
h

for λ = 0, z = 1, q = 0,

δ̄U0 =
U1 + U0

h
, δ̄UN = −UN + UN−1

h
for λ = 4N2, z = −1, q = N.

Formulas (32)–(34) are said to be natural approximations of the first-order derivative
[8, 38]. Note that these approximations do not include ghost nodes. BCs that use such
discrete approximations of the derivatives are called natural BCs. They contain the eigen-
parameter q (or λ, or z). Although they are defined at the inner nodes, we traditionally
call them BCs for tj ∈ ∂nω (see Fig. 1(b)). Discrete SLPs with an eigenparameter in BCs
were studied in [15,16]. The differential SLP with an eigenparameter in BCs was studied
in [14, 20].

Discrete SLP (17)–(18) can be rewritten as (equivalent) system

−δ2Ui = λUi, ti ∈ ωht , (35)

Bl(U) :=
∑
ti∈ωh

t

bliUi +
∑

ti∈∂nω

bli(λ)Ui +
∑
ti∈∂ω

bliUi = 0, l = 1, 2, (36)

U−1 = 2zU0 − U1 if t0 ∈ ∂nω, (37)
UN+1 = 2zUN − UN−1 if tN ∈ ∂nω, (38)

where coefficients bli depend on b̃li, and bli, ti ∈ ∂ωn, depend on λ. Such a dSLP is defined
on the grid ω.

Lemma 8. The dSLP (17)–(18) is equivalent to the dSLP (35)–(38).

Remark 6. Problem (35)–(36) is dSLP on ω with an eigenparameter λ in BCs, which
can be solved separately from (37)–(38). Then we use (37)–(38) to find U−1 or UN+1. On
the other hand, Eqs. (37)–(38) have the form (35), and, for simplicity, we write them as
a single equation −δ2Ui = λUi, ti ∈ ω = ωht + ∂nω, keeping in mind that for ti ∈ ∂nω,
(37)–(38) hold.

7 Discrete Sturm–Liouville problems with nonlocal boundary
conditions

In this section, we will present several dSLPs with NBCs to demonstrate the diversity of
the spectrum and find expressions for discrete eigenfunctions. We will begin with classical
periodic BCs, which are the oldest example of NBCs [13, 14].

Problem 1. Consider one-dimensional dSLP with periodic BCs [38, Chap. 1, Sect. 1.5.4]
on the grid ω:

−δ2Ui = λUi, ti ∈ ω = ωht + {tN}, (39)

U0 = UN , δ̄U0 = δ̄UN . (40)
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(a) N is odd (N = 7) (b) N is even (N = 8)

Figure 5. EPs for SLP (39)–(40); – RP, – simple EP at RP, – double EP.

We can rewrite this dSLP on the grid ω̃ with a single ghost node tN+1 and two BCs:

−δ2Ui = λUi, ti ∈ ω, n = N, (41)

U0 = UN , UN+1 = U1. (42)

For SLP (41)–(42), the matrix A of AEP (8) belongs to Zn, and

A =
1

h2


2 −1 0 · · · 0 −1
−1 2 −1

. . . . . . . . .
−1 2 −1

−1 0 · · · 0 −1 2

 ∈ Rn×n. (43)

For the problem with periodic BCs Bb = O,

Abb = I, Abi = −Bi, Bi =

(
0 0 · · · 0 1
1 0 · · · 0 0

)
∈ R2×n.

Then we have

B =

(
0 0 · · · 0 −1 1 0
−1 0 · · · 0 0 0 1

)
∈ R2×(n+2),

Eq =

(
cos(πqh) · · · cos(πq) 1 cos

(
πq(1 + h)

)
h · · · h sin(πq)

sin(πqh) 0 h sin(πq(1+h))
sin(πqh)

)>
.

Thus,

Mq =

(
1− cos(πq) −h sin(πq)

sin(πqh)

cos
(
πq(1 + h)

)
− cos(πqh) h sin(πq(1+h))

sin(πqh) − h

)
and

detMq = h

∣∣∣∣∣ 1− cos(πq) − sin(πq)
sin(πqh)

− sin(πq) sin(πqh) cos(πq)− 1

∣∣∣∣∣ = 2h
(
cos(πq)− 1

)
= −4h sin2 πq

2
.

We find EPs q 2k =  q 2k+1 =  2k, k  =  0, . . . , bN/2c. Double EP q 0 =  q 1 coincides 
with the Ramification P oint ( RP) q  =  0  ( see F ig. 5 ) a nd c orresponds t o t he simple 
eigenvalue λ1 = 0. We assume that the point q1 = 0 is the simple eigenvalue point, 
i.e., q0 ∼ q1. The same situation is true for even N . Since qN+1 ∼ qN , then qN = N is
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a simple EP (see Fig. 5(b)). Finally, for any N , there are exactly N EPs qk, k = 1, . . . , N
(taking multiplicity into account), and the corresponding eigenvalues are given by (31).
Note that Mqk = O for all k. Therefore, for double EPs q2k = q2k+1 = 2k ∈ (0, N), the
eigenfunctions form a two-dimensional space:

λ2k,2k+1 =
4

h2
sin2(πkh), U2k

j = cos(2πktj), U2k+1
j = sin(2πktj), tj ∈ ω.

The eigenvalue λ1 = 0 is simple with only one corresponding eigenfunction. Since
λ = 0 is BP, the matrix Mq = O is not useful for finding this eigenfunction (see
Remark 5). Instead, we use the matrix

Mz =

(
0 −1
0 1

)
, rankMz = 1,

to get v2 = 0, i.e., U1
j ≡ 1. For the simple eigenvalue λN = 4N2 (N is even), we have

UNj = (−1)j . Note that this problem has a zero eigenvalue.

Corollary 4. The matrix (43) is not an M -matrix.

Problem 2. Let us consider one-dimensional dSLP with two NBCs [10,30,40–42] on the
grid ω = ω + ∂ω = ωht , ω = ωht , ∂ω = {t0, tN}, n = N − 1, without ghost nodes:

−δ2Ui = λUi, ti ∈ ω, (44)
U0 = [α,U ], UN = [β, U ], (45)

where α := (α0, . . . , αN ), β := (β0, . . . , βN ), U are functions on the grid ω. Notation
[α,U ] and [β, U ] is approximation of integrals

∫ l
0
α(x)u(x)dx and

∫ l
0
β(x)u(x)dx by

trapezoidal rule.
For SLP (44)–(45), the matrix A in AEP (8) is given by [10, 41]:

A =
1

h2


2− α̃1 −1− α̃2 · · · −α̃n−1 −α̃n
−1 2 −1

. . . . . . . . .
−1 2 −1

−β̃1 −β̃2 · · · −1− β̃n−1 2− β̃n

 ∈ Rn×n, (46)

(
Abb

)−1
=

(
β̃N α̃N
β̃0 α̃0

)
=

(
d−1(1− βNh/2) d−1αNh/2

d−1β0h/2 d−1(1− α0h/2)

)
,

α̃i = αihβ̃N + βihα̃N = αid
−1h+

∣∣∣∣αN αi
βN βi

∣∣∣∣ d−1h22
,

β̃i = βihα̃0 + αihβ̃0 = βid
−1h+

∣∣∣∣αi α0

βi β0

∣∣∣∣ d−1h22
, i = 1, . . . , n,

where d = det(Abb) = 1− (α0 + βN )h/2 + (α0βN − αNβ0)h2/4.
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Consider the grid functions

cos(πqt)|i = cos(πqti), sin
(
πq(t− a)

)∣∣
i

= sin
(
πq(ti − a)

)
, ti ∈ ω.

Therefore,

Mq =

(
1− [α, cos(πqt)] −[α, sin(πqt)]h/ sin(πqh)

cos(πq)− [β, cos(πqt)] (sin(πq)− [β, sin(πqt)])h/ sin(πqh)

)
,

and CE for q ∈ Chq is

sin(πq)

sin(πqh)
+

[
α,

sin(πq(t− 1))

sin(πqh)

]
−
[
β,

sin(πqt)

sin(πqh)

]
+

∣∣∣∣∣[α, cos(πqt)] [α, sin(πqt)
sin(πqh) ]

[β, cos(πqt)] [β, sin(πqt)
sin(πqh) ]

∣∣∣∣∣ = 0. (47)

Example 2. If αi ≡ 0, βi ≡ 0, then CE is sin(πq)/ sin(πqh) = 0. In this case, the roots
of this equation are qk = k, k = 1, . . . , n. Therefore, eigenvalues and eigenfunctions are
as follows:

λk =
4

h2
sin2 πkh

2
, Ukj = sin(πktj), tj ∈ ω, k = 1, . . . , n.

We see that σ(A) ⊂ [4h−2 sin2(πh/2), 4h−2 sin2(π(N − 1)h)/2)] ⊂ (0, 4h−2).

Example 3. If αi ≡ γ0, βi ≡ γ1, then the determinant in (47) is equal to zero. Addition-
ally, from [6, 30] we have

−
[
1, sin

(
πq(t− 1)

)]
=
[
1, sin(πqt)

]
= h

sin2(πq/2) cos(πqh/2)

sin(πqh/2)
.

Thus, CE in this case is
P (q)

(
P (q)γ − Z(q)

)
= 0, (48)

where

γ := γ0 + γ1, P (q) :=
h sin(πq/2)

2 sin(πqh/2)
, Z(q) :=

cos(πq/2)

cos(πqh/2)
.

The equation P (q) = 0 has roots (Constant Eigenvalue Points (CEP) [10, 53]) q2k =
c2k = 2k, k = 1, . . . , bn/2c. If γ 6= 2h−1, then γ-values of the Characteristic Function
(CF) [10, 53]

γ(q) =
Z(q)

P (q)
=

tan(πqh/2)

h/2
· cos(πq/2)

sin(πq/2)
(49)

give EPs q2k−1 = q2k−1(γ), k = 1, . . . , K, K = bN/2c, that depend on the parameter γ.
Graphs of real CFs (restriction of CF on the Rqh) are shown in Fig. 6. The CEP are the 
poles pk = q2k = 2k, k = 1, . . . , K, of the CF. If N is even, then pK+1 = N is
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(a) N is odd (b) N is even

Figure 6. Real CFs (49) and EPs qk; – CEP qk = ck , – large positive EP q1 = N + y1ı, λ1 > 4N2,
– negative EP q1 = y1ı, λ1 < 0, – positive EP qk = xk , λk ∈ (0, 4N2).

also a pole. There is at least one EP between two poles. Thus, there are at least N − 2
real eigenvalues λk = λh(qk) ∈ (0, 4N2), k = 2, . . . , n. The remaining eigenvalue
λ1 ∈ (0, 4N2) for γ < 2; λ1 = 0 for γ = 2; λ1 < 0 for 2 < γ < 2h−1; λ1 > 0 for
γ > 2h−1 (if N is even, then λ1 > 4N2; if N is odd, then λ1 > 4N2 for γ < 2h−2,
λ1 = 4N2 for γ = 2h−2; λ1 ∈ (λn, 4N

2) for γ > 2h−2). If γ = 2h−1, then there are
only N − 2 positive eigenvalues λ2, . . . , λn ∈ (0, 4N2). The corresponding eigenvalue
points are q2, . . . , qn and q1 =∞ [30].

We can consider the case γ0 = 0, since the CE (48) depend on γ = γ0 + γ1. The
spectrum for such dSLP was studied in [6, 30] (see [44, 45, 49] for the differential SLP).

All eigenvalues in this example are simple, the eigenfunctions are linearly independent
and form an eigenbasis {U1, . . . ,Un} (except for the case of γ = 2/h, where there are
N − 2 eigenfunctions {U2, . . . ,Un}). These eigenfunctions can be expressed by means
of (12) (see (25), too):

Uk ∼ D[E ]B1, Ukj = sin
(
πqk(−tj)

)
− γ0

[
1, sin

(
πqk(t− tj)

)]
, tj ∈ ω,

or

Uk ∼ D[E ]B2, Ukj = sin
(
πqk(1− tj)

)
− γ1

[
1, sin

(
πqk(t− tj)

)]
, tj ∈ ω,

in the case λk 6= 0, 4N2 (qk 6= 0, N ), and U1 ∼ D[T ]B1 ∼ D[T ]B2 (see Remark 5
and [30]):

U1
j =

γ0
2

+ (1− γ0)tj , tj ∈ ω, λ1 = 0,

U1
j = (−1)j

(
γ0 − (γ0 + γ1)tj

)
, tj ∈ ω, λ1 = 4N2, N is odd,

For this example the entries of the matrix A (see (46)) are as follows: α̃i = γ0d
−1h,

β̃i = γ1d
−1h, d = 1 − γh/2. If γ ∈ (−∞, 2) ∪ (2h−1,+∞), then all eigenvalues are

positive. If 0 6 γ < 2h−1, then the matrix A belongs to Zn.

Thus, using Lemma 1 (see (ii)) and Lemma 2 we prove the next lemma.

Lemma 9. (See [10, Lemma 7].) If 0 6 αi 6 γ0, 0 6 βi 6 γ1, and γ0 + γ1 < 2, then
the matrix A for problem (44)–(45) is an M -matrix.
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Problem 3. Consider Eq. (44) with two Bitsadze–Samarskii BCs [9, 47] on the grid ω =
ω + ∂ω = ωh, ω = ωht , ∂ω = {t0, tN}, n = N − 1, without ghost nodes:

U0 = γ0Us0 , s0 ∈ {1, . . . , n}, UN = γ1Us1 , s1 ∈ {1, . . . , n}, (50)

and ξ0 = s0h = s0N
−1, ξ1 = s1h = s1N

−1.

Remark 7. If αi = γ0δis0h
−1, βi = γ1δis1h

−1, then the BCs (50) are the special case
of BCs (45). In this case [α,U ] = γ0Us0 , [β, U ] = γ1Us1 .

The SLP (44), (50) has the matrix (46), where α̃i = γ0δis0 , β̃i = γ1δis1 . In the case
of BCs (50), the matrix

Mq =

(
1− γ0 cos(πqξ0) −γ0 sin(πqξ0)h/ sin(πqh)

cos(πq)− γ1 cos(πqξ1) (sin(πq)− γ1 sin(πqξ1))h/ sin(πqh)

)
,

and CE for q ∈ Chq is

sin(πq)

sin(πqh)
− sin(πq(1− ξ0))

sin(πqh)
γ0 −

sin(πqξ1)

sin(πqh)
γ1 +

∣∣∣∣∣cos(πqξ0) sin(πqξ0)
sin(πqh)

cos(πqξ1) sin(πqξ1)
sin(πqh)

∣∣∣∣∣ γ0γ1 = 0.

Example 4. If γ0 = 0, γ1 = γ, ξ1 = ξ, then the CE is

sin(πq)

sin(πqh)
=

sin(πqξ)

sin(πqh)
γ. (51)

Equation (51) was studied in [8, 32, 33, 43, 50, 51, 53]. Complex eigenvalues exist for
|γ| > 1 only. According to Lemma 9, the condition 0 6 γ < 2h holds. However, the real
parts of the eigenvalues are positive for a large interval of γ [10, Lemma 8, Remark 5].

Problem 4. Consider the following discrete SLP: Eq. (44) with two BCs of the Samarskii–
Ionkin type [21, 22, 47] on the grid ω:

−δ2Ui = λUi, ti ∈ ω = {t0}+ ωht , (52)
δ̄U0 = 0, UN = γU0. (53)

The following dSLP on the grid ω̃ with the ghost node t−1 is equivalent to the previous
problem:

−δ2Ui = λUi, ti ∈ ω = {t0}+ ωht , n = N, (54)

U−1 = U1, UN = γU0. (55)

For SLP (54)–(55), the matrix A = of AEP (8) becomes [10]

A =
1

h2


2 −2
−1 2 −1

. . . . . . . . .
−1 2 −1

−γ −1 2

 ∈ Rn×n. (56)

Nonlinear Anal. Model. Control, 30(4):704–731, 2025

https://doi.org/10.15388/namc.2025.30.42210


724 V. Būda et al.

(a) N is even (N = 8) (b) N is odd (N = 7) (c) Spectrum Curves (N = 7)

Figure 7. (a), (b) Real CFs (58) and real EPs; (c) EPs in the cases cosh(πy1) = |γ1|, γ1 < −1, and
cosh(πy2) = γ2 > 1, – complex EP.

The matrix (56) is the special case of the matrix (46) with α̃i = δi2, β̃i = γδi1, i =
1, . . . , n.

From the first BC δU0 = 0 and from equalities (28)–(29) it follows that 0 = δ̄U0 =
v1δ̄E0 + v2δ̄Ẽ0 = v2. Therefore, solutions of Eq. (52) with the first BC are of the form

Ui = v1Ei = v1 cos(πqti), ti ∈ ω. (57)

Then from BC UN = γU0 and (28) we get v1 cos(πq) = v1γ. Thus, CE and CF are

cos(πq) = γ, γ(q) = cos(πq), q ∈ Chq . (58)

The roots qk of this CE are EPs, and λk = 4/h2 sin2(πqkh), k = 1, . . . , N , are eigenval-
ues of dSLP:

(i) If |γ| < 1, then all eigenvalues are simple and positive, qk = (−1)k arcsin γ/π+
(k − 1/2).

(ii) If γ = −1, then all eigenvalues are positive, q̃l = q2l−1 = q2l = 2l − 1,
l = 1, . . . , L, where L = N/2 for even N ; L = (N − 1)/2 for odd N ; qN = N
for odd N (in the case qN = N , there is a simple EP, the other EPs are double).

(iii) If γ = 1, then q1 = 0, q̃l = q2l = q2l+1 = 2l, l = 1, . . . , L, L = b(N − 1)/2c,
qN = N for even N (in the case q1 = 0 or qN = N , we have simple EPs, the
other EPs are double).

(iv) If γ < −1, then q2l−1, q2l = q̃l ± ıy, l = 1, . . . , L for even N ; q2l−1 = q2l =
q̃l ± ıy, l = 1, . . . , L (q̃l are defined in (ii)); qN = N + ıy for odd N (positive
eigenvalue), cosh(πy) = |γ|.

(v) If γ > 1, then q2l, q2l+1 = q̃l ± ıy, l = 1, . . . , L (q̃l are defined in (iii));
qN = N + ıy for even N (positive eigenvalue), and q1 = ıy for all N (negative
eigenvalue), cosh(πy) = γ.

Complex EPs belong to Spectrum Curves (see Fig. 7(c)). The definition of spectrum
curves and examples are given in [6–8, 53]. If we compare placement of the spectrum
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curves (see Fig. 7(c)) in the domain Dh
0 (see Fig. 4(a)), we see that the EP q1 leaves the

domain Dh
0 first because all complex EPs are xk ± ykı with the same yk for a fixed γ

(|γ| > 1). The graphs of the real CFs (see Figs. 7(a)–7(b)) show that γ = 1 is such
a value.

If γ ∈ [−1, 1), then all eigenvalues of the matrix (56) are positive. If γ > 0, then this
matrix belongs to Zn. Thus, using Lemma 1 (see (ii)), we proved the following lemma.

Lemma 10. (See [10, Lemma 9].) If 0 6 γ < 1, then the matrix (56) is an M -matrix.

The eigenfunctions for dSLP (52)–(53) are (see (57) and Remark 5):

|γ| 6= 1: Uki = cos(πqkti), k = 1, . . . , N ;

γ = −1: U1
i = 1, U2l−1

i = cos(πq2l−1ti), l = 1, . . . , L,

UNi = (−1)i for odd N ;

γ = 1: U1
i = 1, U2l+1

i = cos(πq2l+1ti), l = 1, . . . , L,

UNi = (−1)i for even N ;

ti ∈ ω. Therefore,

Mq =

(
0 −2h

cos(πq)− γ h sin(πq)
sin(πqh)

)
, Mqk =

(
0 −2h

0 h sin(πqk)
sin(πqkh)

)
.

Since rankMqk = 1 in the case of |γ| = 1, all of the generalized eigenfunctions are
of rank 2: U2l

i , ti ∈ ω, for EPs q̃l = q2l, l = 1, . . . , L (q2l = 2l − 1 for γ = −1, q2l = 2l
for γ = 1). These eigenfunctions satisfy the equations

γ = −1: U2l
i+1 − 2z2lU

2l
i + U2l

i+1 = −h2U2l−1
i ,

γ = 1: U2l
i+1 − 2z2lU

2l
i + U2l

i+1 = −h2U2l+1
i ,

ti ∈ ω = ωht + {tN}, z2l = cos(πq2lh), with the conditions

δ̄U2l
0 = 0, U2l

N = γU2l
0 .

These generalized eigenfunctions (i = 1, . . . , N − 1) are

U2l
i = − ti

2πq2l
sin(πq2lti) ∼ tiẼi(q2l), ti ∈ ω, l = 1, . . . , L.

For the proof, we use formulas (15)–(16) and (26)–(27).

Problem 5. Consider Eq. (44) with two BCs of the Samarskii–Ionkin type [18,19,21,22,
47] on the grid ω:

−δ2Ui = λUi, ti ∈ ω = {t0}+ ωht + {tN}, (59)

U0 = 0, δ̄UN = γδ̄U0. (60)

Note that if the first BC holds, then (59) for t 0 is U −1 =  −U1, the second BC is δ̄ UN = 
γh−1U1. Therefore, it is possible to remove node t0 from the inner nodes and assign it to
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the boundary nodes:

−δ2Ui = λUi, ti ∈ ω = ωht + {tN},
U0 = 0, δ̄UN = γh−1U1.

Thus, we have an equivalent dSLP on the grid ω̃ with a single ghost node tN+1:

−δ2Ui = λUi, ti ∈ ω = ωht + {tN}, n = N, (61)
U0 = 0, UN+1 = 2γU1 + UN−1. (62)

For SLP (61)–(62), the matrix A of AEP (8) becomes [10, 39]:

A =
1

h2


2 −1
−1 2 −1

. . . . . . . . .
−1 2 −1

−2γ −2 2

 ∈ Rn×n. (63)

The matrix (63) is the special case of the matrix (46) with α̃i = 0, β̃i = 2γδi1 + δi,n−1,
i = 1, . . . , n.

From the first BC U0 = 0 and equalities (28)–(30) it follows that 0 = U0 = v1E0 +
v2Ẽ0 = v1. Therefore, solutions of Eq. (59) with the first BC are of the form

Ui = v2Ẽi = v2h
sin(πqti)

sin(πqh)
, ti ∈ ω. (64)

Then from the BC δ̄UN = γδ̄U0 and (29) we get v2 cos(πq) = v2γ. Thus, we have CE
and CF (58) as in the previous problem.

Lemma 11. (See [10, Lemma 9].) If 0 6 γ < 1, then the matrix (63) is an M -matrix.

The eigenfunctions for dSLP (59)–(60) are (see (64) and Remark 5):

|γ| 6= 1: Uki = sin(πqkti), k = 1, . . . , N ;

γ = −1: U1
i = ti, U2l−1

i = sin(πq2l−1ti), l = 1, . . . , L,

UNi = (−1)iti for odd N ;

γ = 1: U1
i = ti, U

2l+1
i = sin(πq2l+1ti), l = 1, . . . , L,

UNi = (−1)iti for even N ;

ti ∈ ω. Therefore,

Mq =

(
1 0

−2γ cos(πqh)− 2 sin(πq) sin(πqh) −2h
(
γ − cos(πq)

)) ,
Mqk =

(
1 0

−2 cos
(
πqk(1− h)

)
0

)
.
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Since rankMqk = 1 in the case of |γ| = 1, all of the generalized eigenfunctions are of
rank 2: U2l

i , ti ∈ ω. These eigenfunctions satisfy equations

γ = −1: U2l
i+1 − 2z2lU

2l
i + U2l

i+1 = −h2U2l−1
i ,

γ = 1: U2l
i+1 − 2z2lU

2l
i + U2l

i+1 = −h2U2l+1
i ,

ti ∈ ω = {t0}+ ωht , z2l = cos(πq2lh), with conditions

U2l
0 = 0, δ̄U2l

N = γδ̄U2l
0 .

These generalized eigenfunctions (i = 1, . . . , N − 1) are

U2l
i =

ti
2πq2l

cos(πq2lti) ∼ tiEi(q2l), ti ∈ ω, l = 1, . . . , L.

7.1 The case of more general Sturm–Liouville operator

Consider a matrix

A(z) =


2z −1
−1 2z −1

. . . . . . . . .
−1 2z −1

−1 2z

 ∈ Rn×n, z ∈ R, (65)

for the equation

−Ui+1 + 2zUi − Ui−1 = h2Fi, ti ∈ ωht , h = N−1, n = N − 1.

For example, we obtain such a matrix when considering the difference equation [27]

−δ2Ui + qUi = Fi, q ≡ const,

with Dirichlet BCs U0 = UN = 0. In the case of this equation, z = 1 + h2q/2. If z > 0,
then A(z)∈Zn. The matrix A(z) =A(1)+2(z−1)I. In Example 2, we find the eigen-
values of the matrix h−2A(1), and σ(A(1)) ⊂ [4 sin2(πh/2), 4). If z > z̃n,1 = cos(πh),
then 4 sin2(πh/2) + 2(z − 1) > 0, i.e., Reλ(A(z)) > 0. Thus, A(z) is an M -matrix
for z > z̃n,1. Note that z̃n,1 is the rightmost zero of the Chebyshev polynomial T̃n.

The determinant of matrix (65) is detA = T̃n(z) (see (22)), and

A−1 =
D̃(z)

T̃n(z)
, D̃(z) =


T̃n−1(z) T̃n−2(z) · · · T̃1(z) T̃0(z)

T̃n−2(z) T̃1(z)
... d̃i,i−1 d̃ii d̃i,i+1

...
T̃1(z) T̃n−2(z)

T̃0(z) T̃1(z) · · · T̃n−2(z) T̃n−1(z)

 ,

Dwhere matrix ˜ (z) = (d̃ij ) is symmetric, and d̃ij = d̃i1d̃nj = T̃n−iT̃j−1 for j 6 i. If 
z > z̃n,1, then all T̃k(z) > 0, k = 0, . . . , n. Therefore, A−1(z) > 0.

Corollary 5. If z > z̃n,1, then A(z) is an M -matrix.
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8 Conclusions

This article studies one-dimensional, discrete Sturm–Liouville problems with nonlocal
boundary conditions. These problems can be transformed into algebraic eigenvalue prob-
lems. If the spectrum of an algebraic eigenvalue problem is found and the real parts of
all the eigenvalues are positive, then the matrix of the linear system is an M -matrix. The
advantage of this method is that it allows us to determine the necessary and sufficient
conditions for a matrix to be an M -matrix. However, the main disadvantage is that non-
local boundary conditions usually depend on several parameters, so finding the spectrum
of such a problem can be very difficult. This paper provides examples of problems for
which all the eigenvalues and eigenfunctions can be found. Additionally, it provides
a thorough review of studies on the eigenvalues of difference problems with nonlocal
boundary conditions.
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7. K. Bingelė, A. Bankauskienė, A. Štikonas, Investigation of spectrum curves for a Sturm–
Liouville problem with two-point nonlocal boundary conditions, Math. Model. Anal., 25(1):
53–70, 2020, https://doi.org/10.3846/mma.2020.10787.
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41. M. Sapagovas, A. Štikonas, O. Štikonienė, Alternating direction method for the Poisson
equation with variable weight coefficients in an integral condition, Differ. Equ., 47(8):1176–
1187, 2011, https://doi.org/10.1134/S0012266111080118.
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