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Abstract. We study strongly nonlinear, third-order differential equations of type

(@(k(t)u" (1)) = f(t,u(t), o' (t),u"(t)), aete,

where @ is the singular @-Laplacian operator. Thatis, @ : (—r,7) — R, 7 > 0, is a generic strictly
increasing homeomorphism with bounded domain, which generalizes the relativistic operator
&(u) := u/+v/r? — u?. Moreover, k is a nonnegative continuous function, which can vanish on
a set of zero measure, so such equations can be singular, and f is a general Carathédory function.
For these equations, we investigate boundary value problems both in compact intervals (when
J = [a,b]) and in a half-line (with J = [a,+00)), and we prove existence results under mild
assumptions. Our approach is based on fixed point techniques.

Keywords: boundary value problems on unbounded domains, heteroclinic solutions, nonlinear
differential operators, singular #-Laplacian operator, singular equation.

1 Introduction

In this paper, we investigate the existence of solutions for a class of boundary value
problems (BVPs for short) associated to a strongly nonlinear, third-order differential
equation of the type

(@ (k)" (1)) = f(t,ult), ' (t),u"(t)), (1)

where @ : (—r,r) — R, r > 0, is the so-called singular ®-Laplacian, that is, a generic
strictly increasing homeomorphism with bounded domain (not necessarily satisfying
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2 A. Calamai, F. Papalini

&(0) = 0). Moreover, k is a nonnegative measurable function that can vanish in a set of
zero measure; consequently, Eq. (1) can be singular. Finally, the term f appearing in the
right-hand side is a Carathédory function.

The nonlinear differential operator that appears in (1), that is, the singular $-Laplacian,
is a general homeomorphism whose main prototype is the one-dimensional relativistic

operator
u

P(u) = i uwe (-1,1). (2)
Differential equations involving (2), as well as the /N-dimensional p-relativistic operator
(p = 2), have been recently studied by many authors, using different techniques. We
mention here, for instance, [8, 19,24,29-31]; see also the survey [33] and references
therein.

Equations of this kind fit into a general context of differential equations governed by
nonlinear differential operators. Among them, one of the most investigated is the classical
p-Laplacian operator

@, (u) == ululP~2, p>1.

Equations involving a more general operator, the @#-Laplacian — that is, a strictly increas-
ing homeomorphisms @ from R to R — are also well-studied. In fact, these equations
arise in many applicative models: for instance, in non-Newtonian fluid theory, nonlinear
elasticity, diffusion of flows in porous media, theory of capillary surfaces, and, more
recently, the modeling of glaciology [14,25,34]. In this framework, the theory concerning
second-order differential problems has been considered by many authors (see, e.g., [10-
13,17,18,20,23,32] and references therein). Moreover, many papers are also devoted to
other types of differential operators instead of the usual #-Laplacian: the case in which
the increasing homeomorphism @ is defined on the whole real line but is not surjective,
whose main prototype is the mean curvature operator

D(u) := L, u€R,
Sitew
(see e.g. [7,9]), and the already mentioned singular ®-Laplacian as in (2).

In addition, boundary value problems associated with equations of higher order have
been considered as well in view of applications. For instance, third-order equations occur
in some models in fluid mechanics or electromagnetic frameworks; see, e.g., [21,26], see
also the more recent papers [16,28] for results on Blasius equation, and [5] about Falkner—
Skan equation. However, as far as we know, for these equations, a general theory has not
been fully developed yet. Some results have been obtained, e.g., in [1-4,6,22,27,35,36].

Due to the wide class of their applications, here we focus on BVPs associated to
Eq. (1). The fact that here we consider a very general equation allows us to say that our
results generalize, in some sense, many results present in literature and mentioned above.
Moreover, for similar reasons, motivated by many applications in various biological,
physical and chemical models, such as front propagation in reaction—diffusion equations,
we consider also existence of solutions on noncompact intervals.

In order to obtain our existence results, we use a fixed point approach. The crucial
remark is that the existence of a solution of the BVP is equivalent to the existence of
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a fixed point of a suitable operator. Then we prove that the abstract operator verifies the
assumptions of Schauder fixed point theorem.

We stress that our main results require mild assumptions. In fact, we do not ask for
a Wintner—Nagumo-type condition on the right-hand side of (1), and we do not assume
the existence of lower and upper solutions. On the other hand, these hypotheses are quite
usual and are assumed in most of the quoted papers: for example, in the recent [4] in
which we studied a similar problem but with a usual #-Laplacian @ : R — R.

As it was pointed out by Bereanu and Mawhin in [7], if the differential equation
is governed by a singular @-Laplacian, the search of the a priori bounds for possible
solutions can be simpler. Therefore, as in the present paper, an approach based on fixed
point theory usually gives existence results under milder conditions with respect to corre-
sponding problems with a classical @-Laplacian. On the other hand, as far as we know,
the case of a bounded ®-Laplacian ¢ : R — (—s, s) is open for third-order equations.

The paper is divided in two parts. In the first one, we study Eq. (1) on a bounded
interval I := [a, b]; namely, we consider the following boundary value problem:

~
~
Q\
—~
~
~
~—
g
o
o
=
~

(D(k(t)u" (1)) f(t, (), u'( 3)

i
u
u(a) =, u'(a) = a, u'(b) = B,

where o, 3,7 € R. Assuming 1/k to be in L (1), it is quite natural to look for solutions
of (3) in the space w21 (I). A similar framework can be found in the recent [2,4,12,20].
Under mild conditions, we obtain a very general existence result for the solutions of the
BVP (3); see Theorem 2 below. In particular, we require the following inequality on the
boundary data:

)
Lt

1
|504|<7”'Hk

and we show that such inequality is also necessary for the solvability of (3); see Remark 1.

In the second part of the paper, by a limit argument, we use Theorem 2 to investigate
the existence of solutions of Eq. (1) on the half-line A := [a, +00). In other words, we
turn our attention to the BVP

(B(k(t)u" (1)) = f(t ut),u'(t),u"(t)) ae.onA,

/

“)
u(@) =y,  v(a)=a,  W(+o0) =4
Under the assumption that 1/k is in L'(A), our approach allows us to obtain the existence
of solutions u € I/Vlicl (A) of (4) that are, in some sense, heteroclinic. Again, in our result
(see Theorem 3) we do not require a Wintner—Nagumo-type condition nor the existence
of lower and upper solutions, differently as in the recent [2] in which the author studies
the case of the usual @-Laplacian @ : R — R. Furthermore, it would be interesting to
discuss the existence of solutions of (4) when 1/k is just in L{, . (including, for example,
the case in which k is a positive constant), possibly asking for some more conditions on

the right-hand side f. We leave this as an open question.
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The paper contains also specific examples illustrating both Theorems 2 and 3. We
mention here Example 2 in which we consider the following BVP on A := [0, +00):

(@ (k)" (1)) = p(t)gr (ult), ' (1), u"(£)) + " (t)g2 (¢, ut), u' (1)),
) = a,

(5)
w(0)=7v,  ¥(0 ' (+00) = B.

Here @:(—1,1) — R, so that » = 1; for example, one may consider the relativistic
operator (2). In addition, k : A — R is a.e. positive with 1/k € L*(A), k(0) = 0, and
|1/k|| 24y = 1, the function v : A — R belongs to L' (A) with pu(t) > 0 fora.a. t € A,
and the maps g1 : RxR xR — Rand g5 : A xR xR — R are continuous and bounded.
Then we show that Theorem 3 applies, so problem (5) admits solutions, provided that
I8 — o] < 1.

2 Preliminary results
In this section, we study Eq. (1) on a bounded interval I := [a, b]. Namely, we consider
the following BVP:

(6)

where «, 3, € R are given constants, the operator @ : (—r,7) — R, r > 0, is a generic

strictly increasing homeomorphism, f : I x RxR xR — R is a Carathédory function, and

k : I — R is a measurable function satisfying k(t) > 0 fora.e. t € [ and 1/k € L*(I).
We introduce the closed, convex subspace of W2 (I) defined as

Wy(I) = {u e W>'(I): u(a) =~}.

Note that looking for a solution u € W21 (I) of (6) is equivalent to find a solution u €
W, (I) of the Neumann-type problem

(@ (k)" (1)) = f(t,u(t),u'(t),u"(t)) ae. onl,

, , (N
u'(a) = a, u'(b) = B.
We study problem (7) by means of the following auxiliary functional BVP:
(@(k(t)" (1)) = Fu(t) ac.onl, "

u'(a)=a, (b)) =5,

where F : W, (I) — L*(I), u — F,, is a functional operator.
By a solution of the BVP (8) we mean a function v € W, (I), with v/(a) = «,
u'(b) = B, such that |k(t)u" (t)| < r for all t € I, moreover

Go(k-u")ye WHI(I) and (D(k(t)u"(t))) = Fu(t) ae.onl.

https://www.journals.vu.lt/nonlinear-analysis
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We remark that, if u € W21(I) is such that @ o (k - u”") € WHL(I), the continuity of
@~ ! implies k - u"" € C(I), meaning that k - u”" has a continuous extension on the whole
interval 1.

From now on we assume that F' : W, (I) — L'(I) is continuous and there exists a
function n € L'(I) such that

|Fu(t)] <n(t) ae. onl, foreveryu € W,(I). ©)

Moreover, we introduce the integral operator # : W.,,(I) — C(I) defined by

Ho(t) :/Fu(s)ds, tel.

Notice that, by assumption (9), the operator H is continuous as well, and we have
|Hu(t)| <l  forevery u € Wo(I), t € I. (10)

For the sake of brevity, in the sequel, we denote

We start by proving the following lemma.

Lemma 1. Assume that condition (9) holds. Assume further that
|8 — o] < rk;. (11)
Then, for every w € W, (I), there exists a unique constant I,, € R such that

b
/ﬁ YIu + Hu()dt = B — a.

Moreover, the following estimate holds:

-«
1| < ‘Q(ﬂk‘l> ‘ +nllzrry  for every u € W, (I). (12)
Proof. By (10), for every € € R, u € W, (I) and t € I, we have

—lnllzeny <€+ Ha() <€+ Il

Then, since =1 : R — (—r,7) is strictly increasing and k is positive, we get

b
o= ) [ 150

/ b
/k(lt e+ Ha(t) dt <D™ (E+ Inllpr)) /ﬁ

Nonlinear Anal. Model. Control, 30(Online First):1-18, 2025
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So, the function ¢, : R — (—rky, k1) given by

b

Pu(§) = /%Qﬁ*l(f%ﬂu()ﬁ)) dt

a

is well-defined and continuous by Lebesgue’s dominated convergence theorem. Moreover,
since @~ is strictly increasing and surjective and k is positive, then ¢, is also strictly
increasing and surjective; in particular,

lim (&) = —rks, lm ¢, (&) = rk,

{——o0 §—+o0

implying that ¢, is a homeomorphism. Therefore, if |5 —«| < rk;, for every u € W, (I),
there exists a unique /,, € R such that

b
/ ﬁ@—l (Iu + Hu(t)) dt = B — o

Now, by the mean value theorem, we get that for every v € W, (I), there exists a value
t, € I such that

b

b

a

Thus, @~ (I, + Hu(ty)) = (8 — a)/k1, so that

I+ Ha(t,) = @(5 — “).
k1

Hence, estimate (12) directly follows from (10). O

Now we state the following existence result for the functional problem (8). The proof
can be carried out applying the Schauder fixed point theorem as in [4, Thm. 2.2], and
therefore, is omitted.

Theorem 1. Suppose conditions (9) and (11) hold. Then problem (8) admits a solution.

The following remark shows that condition (11) is also necessary for the existence of
solutions of (8).

Remark 1. Let u€ W, (I) be a solution of (8). Then |3—«a|<7k;. Indeed, v’ € W (1)

and
b

B—a=1u(b)—u(a) = /u”(t) dt,

a

https://www.journals.vu.lt/nonlinear-analysis
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so that, by definition of solution,

b

/ u” (t) dt

a

b b
,
1B—al = g/‘u”(t)‘dtg/mdt:rkl.

Notice that, taking into account Remark 1, the necessary condition (11) implies that
all solutions of (8) are a priori bounded. In fact, the following remark holds.

Remark 2. Let u € W, (I) be a solution of (8), and assume that (11). Then, since
|k(t)u" (t)| < r forall t € I, by direct integration, we obtain the following estimates:

() |/ ()] < |a|+rky forallt € I;
() |u®)] <|y|+ (b—a)(Ja| + rky) forall t € I.

3 Existence results on bounded intervals

In this section, we prove an existence result for problem (7); see Theorem 2. Let us first
clarify the meaning of solution.

Definition 1. A function u € W, (I) is said to be a solution of problem (7) if it
satisfies |k(t)u”(t)| < rforallt € I; ®o (k-u") € WHL(I); and (®(k(t)u”(t))) =
ft,u(),u'(t),u”(t)) forae. t € I, u'(a) = aand v/ (b) = 6.

Thanks to a priori estimates as in Remark 2, we obtain the following existence result.
Theorem 2. Assume that condition (11) holds, and let M := |a|+rk,. Moreover, suppose

(H) for every R > 0 and for every nonnegative function { € L(I), there exists
a nonnegative function h = hg o € L' (I) such that

‘f(t7x7y72(t))‘ < W(t) forae tel,

for every x,y € R such that |z, |y| < R and every z € L*(I) such that |2(t)| <
0(t) fora.e. t € I.

Then problem (7) admits a solution w € W, (I) such that
|y = MEt—a) <ult) <|y|+M({t—a) foralltel.
Proof. For simplicity, we let 1) € L'(I) be defined by

W(t) = ﬁ fora.e.t € I. (13)

Now, following [11, App. A], we introduce a truncation operator. Let £, ¢ € L*(I) be
such that £(t) < ((t) fora.e. t € I. Define 75¢ : LY(I) — L'(I) by

TEC(t) = max{&(t), min{xz(t),((t)}} forae.te I (14)

Nonlinear Anal. Model. Control, 30(Online First):1-18, 2025
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Furthermore, given u € W!(I), we denote

Dy (t) = ﬁ;fﬁyhl),(t) forae.t €1, (15)
where v is the function defined in (13). Note that definition (15) is well-posed since
7;7M’M is in WH1(1); see, e.g., [11, Lemma A.1] for details.

Let us now define the operator F' : W.,(I) — L'(I), u + F,, by

Fu(t) == f(t, T2 (), T M (1), Du(t))  forae.t € I,

where o, T are the linear functions o (t) := —|y| — M (¢t —a) and 7(t) := |y|+ M (t — a),
respectively.
Consider the auxiliary problem

(Q(k(t)“”(t))/ =F,(t) ae.onl,
u'(a) =a,  u/(b) =p.

Following the steps of the proof of [4, Thm. 3.3] and using assumption (H), one can prove
that the definition of F' is well-posed. Moreover, one can check that condition (9) in the
statement of Theorem 1 above holds, so that the auxiliary problem (16) admits a solution.
To complete the proof, we have to show that any solution « of (16) is also a solution
of (7). This follows from suitable a priori estimates as in Remark 2.
Indeed, let u be a solution of (16). Then, in particular, |k(¢)u” (t)| < r forall ¢t € I.
Hence, by direct integration, |v'(t)| < |a| + rky := M for all t € I. Consequently,

(16)

T MMy =/ (t) forallt e 1.
Moreover,

lu(t)| < |y|+ M(t—a) forallt € I,
and this implies, with the notation introduced above,
ToT(t) = u(t) forallte I
Furthermore, note that |k(¢)u” (¢)| < r for all ¢t € I and thus

Dy (t) = T(;E’;ﬁ,M),(t) =T, () =u"(t) forae.tel.

From the above discussion it follows
Fu(t) == f(t,u(t),u'(t),u"(t)) ae.onl,

and consequently, u is a solution of (7).
Hence, problem (7) admits a solution v € W.,(I) such that

—y =M@ —a) <u(t)<|y|+M({t—a) foralltel.

This completes the proof. O

https://www.journals.vu.lt/nonlinear-analysis
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Let us now provide a first example illustrating Theorem 2. We consider a quite general
class of nonlinearities f such that f (¢, x,y, -) is sublinear.

Example 1. Consider the following BVP on I := [0, 1]:

(@(kt)u" (1)) = u(t)g(ult),«'(t)) + (u"(t))" ae. ono,1],
u@0) =7,  W(0)=a  W(1)=5
where @ : (—1,1) — R is a strictly increasing homeomorphism (so that » = 1); k :
I — Ris a.e. positive with 1/k € L*(I) and (to fix ideas) ||1/k||;» = 1; for example,
one can choose k() = 2+/t. Moreover, i : I — R belongs to L' (I) with p(t) > 0 for
aa.t€l;g: R xR — Riscontinuous; and 0 < o < 1.
Let us prove that, by Theorem 2, problem (17) admits solutions, provided that

I8 —af < 1.

a7

Let

[t @y, 2) = p(t)g(@,y) + 2.
Note that f is a Carathéodory function. Let us prove that assumption (H) is satisfied.
Indeed, we fix R > 0 and ¢ € L'(I), and we let

= max T,
Ri=  max 9(2,)|
and, forae.t € I, R

0(t) == max{1,£(t)}.

Note that € L*(I). Then

[F(t 2y, 2(0) | < u®)]g(@,y)| + [2(0)]" < () Mp + €(t) = hr(t)

whenever |z| < R, |y| < R, and z € L'(I) with |z(t)| < £(t) for a.e. t € I, where
hgy € LY (I). Thus, (H) is verified.

If |5 — | < 1, then condition (11) is satisfied as well. Consequently, for any v € R,
Theorem 2 applies, and therefore, problem (17) admits a solution v € W,,(I) such that
=yl = Mt < u(t) < |y|+ Mtforallt € [0,1], where M := || + 1.

* £

AN/

4 Existence results on unbounded intervals

We now turn our attention to Eq. (1) on a half-line A := [a, +00). That is,

(@(k(t)u" (1)) = f(t,ult),u'(t),u"(t)) ae. on A (18)

More precisely, from now on we assume that f : 4 X R x R x R — R is a Carathédory
function, k£ : A — R is a measurable function satisfying k(¢t) > 0 for a.e. t € A and
1/k € L1(A).

In addition to the above requirements, we suppose that k£ vanishes at least at one point,
namely, we assume that

(C) k is continuous, and there exists to € A such that k(¢y) = 0.

Nonlinear Anal. Model. Control, 30(Online First):1-18, 2025
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Under these assumptions, we study the solvability of the following BVP:

(@(kt)u" () = f(t,ut), (t),u"(t)) ae. on A,

(19)
u(a) =7, v (a) = a, u' (+00) = B.

Definition 2. A function u € VV12061 A) is sa1d to be a solution of (19) if it satisfies
k(t)u" (t)| < rforallt € A; @ o (k- u") € W, (A); moreover,

(@(k(t)u" (1)) = f(t,u(t),u'(t),u"(t)) forae.t e A,
u(a) =, v (a) = o, and lim;_, y o v/ (t) = .

Remark 3. We stress that (C) is a technical condition needed by the singularity of the
homeomorphism @ : (—r,r) — R. It would be interesting to discuss the solvability of
the BVP (19) without assuming (C).

As in the previous section, when u is a solution of (19), the function %k - «” has
a continuous extension; in fact, the next remark holds.

Remark 4. If u € VVIQO’C1 (A) is any function such that ¢ o (k - u”) € Wlf)cl(/l), the
continuity of @~ implies k - u” € C(A), meaning that k - " has a continuous extension

on the whole of A.
The following is our main result. For the sake of brevity, in the sequel, we denote
1

=

L1(4)
Theorem 3. Assume that condition (C) holds. Assume further that

|8 —al <rkia, (20)
and let M := || + rk1,4. Moreover, suppose that

(H') for every R > 0 and for every nonnegative function { € L(A), there exists
a nonnegative function h = hp o € L'(A) such that

|f(tz(t),y,2(t))| < h(t) foraete A,

for every x,z € L'(A), and y € R such that |z(t)| < |y| + R(t — a) for a.e.
2(t)| < L(t) fora.e. t € A.

Then problem (19) admits a solution u € W (A) such that

|y =Mt —a) <ult)<|y|+M{t—a) forallte A

In the proof of Theorem 3, we apply a sequential approach. Roughly speaking, we
restrict Eq. (18) on a sequence of compact intervals exhausting [a, +00), and we apply
the results of the previous section to get the existence of a solution in any compact interval.

Lemma 2 below is a convergence result.

https://www.journals.vu.lt/nonlinear-analysis
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Lemma 2. Assume that conditions (C), (20), and (H') hold. For all n € N, n > q,
let I, := [a,n], and let {u,}, be a sequence u,, € W*(I,,), n € N, which verifies the
following conditions:

) [k@)ul(t)] < rforallt € I;
(i) Do (k-u) e WHY(I,);
(i) (P(k(t)ull(t)) = f(t,un(t),ul,(t),ull(t)) fora.e t € I;
@iv) up(a) =7, ul(a) = o, and ul,(n) = p.
Then the sequence {2}, in W21 (A) defined by

loc

L un(t) fort S IT“
Tnlt) = {un(n) +B(t—n) fort>n,

admits a subsequence uniformly convergent in A to a solution xq € Wfocl (A) of (19).

Proof. Let us consider the following sequences. Given n > a, for t € A, we define

() = un (t) ift € I, () = ur(t) ift € I, and Ju (t),
Yn N 8 fort > n; " 1o otherwise;

and

o (@(E)ur(t))) ifte I, and I(P(k(t)ul(t))),
wnt) = 0 otherwise.

Now, for every n > a, from the assumption |k(t)u. (t)| < r for all ¢ € I, since
k(t) > 0 fora.e.t € A, it follows

(1) < = forae.t €I, 1)

k(t)

Therefore, denoting
r

o 1
v(t) = i € L),
we obtain |z, ()] < ¥(t) for ae. t € A, and so {z,}, is a sequence of uniformly
integrable functions in L (A).
Moreover, for every n > a, by direct integration we get |u] (¢)| < |a| + rk1,a = M
forall t € I, and |u,(t)] < |y| + M(t — a) for all t € I,,. Therefore, from assumption
(H') it follows that there exists a nonnegative function h = hps,, € L'(A) such that

lwn(t)| < h(t) forae.te A (22)

So, {wy, },, is a sequence of uniformly integrable functions in L!(A) as well.
Hence, we can apply the Dunford—Pettis theorem (see, e.g., [15]) obtaining the exis-
tence of two functions &, ¢ € L'(A) such that (up to a subsequence)

2, = ¢ and w, — & inL'(A)asn — oco.
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Now, observe that y,, (a) = u/,(a) = « for every n > a, so that

t t

%mz%w+/%@®:%w+/%®®

a

a
t
— a+ /((s) ds =: yo(t) forallt € A.
n—oo

By definition, g is absolutely continuous on A, and yo(a) = «. Moreover, as already
pointed out, |y, (t)] < M forallt € A. Consequently, by applying Lebesgue’s dominated
convergence theorem on the compact subintervals of A, since z,(a) = wu,(a) = v for
every n > a, we get

2 (t) = xp(a) + /tx;l(s) ds = x,(a) + /tyn(s) ds

a a

— v+ /yo(s) ds =: zo(t) forallt e A. (23)

n—oo
a

Observe that by construction zjj = yj = ¢ € L'(A), so that zy € W1(A) C W2 (A).
Therefore, to complete the proof of the lemma, we have to show that x is a solution
of (19).
According to Remark 4, we denote by /C,, the unique continuous function defined on
I, such that
Kn(t) = k(t)u,(t) forae.t € I,.

Recall that |k(t)ul'(t)] < r for all ¢ € I, and note that, by assumption (C), there is
ng > a such that |KC,, (to)| = 0 for every n > ng.
Moreover, taking into account that

/) [/ —
u, =, and k-u, =K, ae.onl,,

it is possible to find a set A; C A, independent of n and with vanishing Lebesgue measure,
with the following property: for every ¢ € A\ Ay, there is 1 > a such that for every

n > n1, one has
t

B(k(0)27(1) = (1, (1)) = [ wn(s)d.

to

Thus, since w,, — ¢ in L*(A) and =1 : R — (—r,7) is continuous, we obtain

n— o0

¢
k)z!(t) — &1 (/5(5) ds) =: X(t) foreveryte A\ A;. (24)

https://www.journals.vu.lt/nonlinear-analysis
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Note that, by its definition, the function X is in fact continuous on A. Indeed, in
view of the pointwise convergence (23), A" is the unique continuous function defined
on A such that k(¢t)xj (t) = X(t) for ae. t € A. Moreover, the following properties
hold: —r < X(t) < r for every t € A, & o X is absolutely continuous on A, and
(@ox) = ¢ e Li(A),

Now, by (24) and the fact that &k > 0 a.e. on A, we get

" 1 .
zn(t) = ) (¢) = MX(t) forae.t € A; (25)

on the other hand, by (21), we can apply a standard dominated convergence argument to
show that z,, converges to X' /k also in L (A). Thus, since z, — ¢ in L'(A) as n — oo,
we get

¢(t) = ) X(t) forae.te A (26)

t)
So, by (26) and the fact that 2!/ — X' /k in L' (A), we have
z! — ¢ =xf in L'Y(A).

Summing up, the function x( defined in (23) has the following properties: xo €
W2L(A) and 2] = ¢ = X /k € L'(A). Moreover, k(t)x{(t) = X(t) forae.t € A, and
thus |k(t)z{(t)| < r for a.e. t € A. In addition, @ o (k- x§) = o X € W1(A) and
(o (k-af)) = ¢.

We claim that z solves the differential equation (18).

For this purpose, we observe that, by (25) and (26), we have z// (t) — ((t) = z{(t),
n — oo, for a.e. t € A. Moreover, taking into account that

e =l and  (B(k()ul (1)) = f(t,un(t),uly (1), ul(t)) ae. only,

n n ? n

itis possible to find a set Ay C A, independent of n and with vanishing Lebesgue measure,
with the following property: for every ¢ € A\ Aa, there is .o > a such that for every
n > N, one has

wa(t) = (SR (1) = f (s un () u, (1), up (8)) = f(E@n(0), 20 (8), @01 (£)-
Thus, since x,,(t) — zo(t) forall ¢t € A and f is a Carathéodory function, we get

lim w, (t) = f(t, zo(t), z((t), 20 (t)) foreveryt € A\ As.

n—oo

On the other hand, by (22), we can apply Lebesgue’s dominated convergence theorem, ob-
taining that w,, — f(t,zo, ), z{j) in L1 (A). Therefore, since w,, — £ in L1(A), we get

(@(k(t)zg 1)) = €(t) = Ft,xo(t), z)(t), x4 (1)) forae.t € A,

and this proves that x is a solution of (18), as claimed.
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Finally, we show that lim¢_, o 2((t) = lim;—, oo yo(t) = 5. In fact, since y], — y{, in
L'(A) and, for n > a, the estimate

sup lyn — ol < llyn, — wollLra)

holds (being y,(a) = ul,(a) = « for every n), we get that y,, — yo uniformly on A.
Consequently,

Jim yo(t) = lim (Jim y (1)) = 5.

n—oo0 \t—00

Therefore, z( is a solution of (19), and this completes the proof. O
We now prove Theorem 3.

Proof of Theorem 3. Letn > a be fixed. As a first step, we prove that there exists a solu-
tion u,, of the BVP on I,

(®(k(t)u' )) f( ), (t),u”"(t)) ae.on I,
u(a) =, (a) = u'(n) = B.
This can be proved following the same approach of Theorem 2 above, namely, by applying

Theorem 1 to a suitable truncated auxiliary problem.
More precisely, we define the operator

27

F:W,(I,) = LYI,), u— F,
by
Fu(t) = f(t, T (1), T, MM (#), D (t))  forae.t € I,,,

where the truncation operator 7 is as in (14); o(t) := —|y| — M(t — a) and 7(¢) :=
|| + M (t — a); finally, given u € W?1(1,,), we denote

Dy (t) := 727,/ )(t) forae.t € I,,

where ¢ € L1(1,,) is defined by

P(t) == ﬁ forae.t € I,.

Observe that, by assumption (20), condition (11) holds as well. So, arguing as in
Theorem 2 above, we prove that for any n > a, there exists a solution u,, € W, (I,,)
of (27). That s, |k(t)u, (t)| < rforallt € I,; $o(k- u”) € WH(L,); (B(k(t)ul(t)) =
F(t un(t), un, (t), ull(t)) for ae. t € I, moreover, u, (a) = o and u,,(n) = §.

To complete the proof of Theorem 3, we follow a limit argument. Namely, we ap-
ply Lemma 2 above to the sequence {uy,}, obtaining the existence of a solution 2y €
Wlicl (A) of (19). This concludes the proof. O

We conclude with the following example illustrating Theorem 3.

https://www.journals.vu.lt/nonlinear-analysis


https://www.journals.vu.lt/nonlinear-analysis

BVP’s for singular equations 15

Example 2. Consider the following BVP on A := [0, +-00):

(B(k(e)" (1)) = p(t)gr (u(t), ' (£),u" (1))
+ " (t)g2 (¢, u(t), v (t)) ae.on[0,+00), (28)
u(0) =7, u'(0) = a, v (+00) = B.

Here the map @ : (—1,1) — R is a strictly increasing homeomorphism (so that r = 1);
®(0) = 0; k : [0,+00) — R is ae. positive with 1/k € L'(A), k(0) = 0, and (to
fix ideas) ||1/k|[11(jo,400)) = 1; for example, one can choose k(t) = w1t (¢ + 1).
Moreover, i : A — R belongs to L*(A) with u(t) > 0 for a.a. t € A, and the maps
g1 :RxRxR—Randgs: 4 x R x R — R are continuous and bounded.

Let us prove that, by Theorem 3, problem (28) admits solutions, provided that

I8 —al <1.
Let

f(t,$7y7 Z) = u(t)gl(‘r’ y,Z) + zgg(t,x,y).

Note that f is a Carathéodory function. Let us prove that assumption (H’) is satisfied.
Indeed, we fix R > 0 and ¢ € L'(A), and we let

M; := max |gl(x,y,z)| and M, := max }gg(t,x,y)}.
(z,y,2) (t,z,y)

Then
’f(t,l‘(t), Y, Z(ﬂ)‘ < :u(t)Ml + E@)MQ = hR,Z(t)

whenever |y| < R and x,z € L'(A) are such that |2(t)| < £(t) for a.e. t € A, where
hg, € LY (A). Thus, (H') is verified.

Note that condition (C) is satisfied, and if | — «| < 1, then also (20) holds. Con-
sequently, for any v € R, we can apply Theorem 3 and obtain that problem (28) admits
a solution u € W2 (A) with

loc
—|v| = Mt <u(t) < |y|+ Mt forallt >0,
where M := |a| + 1.
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