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Abstract. The present article investigates the sensitivity of the multiple criteria decision-making method TOPSIS in respect 
of attribute probability distributions. To carry out research, initial data – attribute values – were generated according to a 
normal, log-normal, uniform, and beta distributions. Decision matrixes were constructed from the generated data. By 
applying the TOPSIS method to the matrixes generated, result samples were received. A statistical analysis was conducted 
for the results obtained, which revealed that the distributions of the initial data comply with the distributions of the results 
received by the TOPSIS method. According to the most common alternative rank value, it was ascertained that the TOPSIS 
method is the most sensitive for data distribution according to beta distribution, and the least sensitive for data distribution 
according to lognormal distribution. 
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1. Introduction 

While analysing scientific works on sensitivity analysis methods, one can frequently find works dedicated to 
the analysis of the sensitivity of mathematical models. The sensitivity analysis of mathematical models studies the 
relationship between information flowing in and out of the model [9].The significance of the sensitivity analysis 
in analysing multiple criteria decision-making methods has been approved by scholars as an opportunity to 
increase the reliability of a multiple criteria decision. This analysis verifies whether slight alterations of initial data 
or preferences will change the final decision results [2]. Generally, in case of a multiple criteria task, the 
sensitivity analysis is carried out in respect of attribute significance values ([11], [12], [13], [6]) by using 
pseudorandom values evenly distributed in the range [0, 1]. R. Simanavičienė and L. Ustinovičius suggested the 
sensitivity analysis in respect of initial data distributions [10]. They studied a sensitivity attribute distribution 
according to a uniform and normal law of multiple criteria decision-making methods TOPSIS, SAW and 
COPRAS when attribute values change within the range ± 10 % of a fixed attribute value.  

Commonly, uniform random sizes are generated for a statistical analysis of mathematical models [0, 1] ([8], 
[5], [13]). Nevertheless, when conducting statistical modelling, it is possible to generate samples of variables 
according to other distribution laws [7]. In particular, when carrying out statistical research in the field of 
medicine, it is noticeable that the variables of that field have various distributions as uniform, normal, log-normal, 
beta, gama, etc. [3]. 

The aim of this work is to identify the impact of initial data (attribute values) distributions on the results of 
the multiple criteria method TOPSIS. For the analysis of the TOPSIS method sensitivity, a mathematical model 
sensitivity analysis is used on the basis of samples. For the research, it was chosen to generate attribute values 
according to a uniform, log-normal, and beta distribution, and to observe the impact of certain distributions on the 
results of the TOPSIS method. During the research, it will be monitored whether the attribute distributions comply 
with alternative distributions, and towards which distribution the TOPSIS method is the most sensitive. 

2. Sensitivity analysis on the basis of samples 

The sensitivity analysis of a mathematical model in respect of the basis of samples is one of the techniques of 
sensitivity analysis when a model is designed repeatedly based on the combinations of values, which are made by 
using sampling distributions of known input factors [9]. The aforementioned sensitivity analysis method could be 
described in the following steps:  
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• An experiment is designed, and input factors requiring analysis are defined. 
• Probability density function or deviation limits are determined for each factor.  
• An input vector is generated by a chosen method. 
• By using generated input data, model results are calculated. 
• The impact of each input factor or relative importance for the outcome variable(s) is evaluated. 
A sensitivity analysis could be conducted for a set of factors, which could be the following: 
• A certain input characteristic; 
• Distribution parameters describing a random process; 
• A reason of a factor whose value determines the mechanism of alternation of a process selection. 
In the case when a sample is provided through a model, model calculations are carried out repeatedly for 

each realization – in order to obtain the sample of variable results of the field under investigation. When having a 
sample of results, a statistical analysis of sample data is conducted: an empirical distribution function is formed; 
such numerical characteristics as an average, a standard deviation, confidence intervals, etc. are calculated [9]. 

3. Multiple criteria evaluation method TOPSIS 

The TOPSIS method means Technique for Order Preference by Similarity to Ideal Solution [4]. An 
assumption of the TOPSIS method: an alternative which is the furthest from the “negative-ideal” alternative is the 
best. On the basis of this assumption, the alternatives examined are listed in a priority line. 

Suppose we have a decision matrix X where lines mark the alternatives examined (m – number of 
alternatives), columns – efficiency indicators (n – number of efficiency indicators). 
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where: ijx – i-th alternatives, value of the j-th efficiency indicator. 
By applying the TOPSIS method, a decision matrix X is normalized by making a vector normalization: 
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Suppose known values of attribute significance ( )njq j ,1, = , then a weighted normalized matrix is formed 

( ) ( )njmivX ij ,1,,1 ===
∗

, whose elements are calculated according to the formula (3): 

jijij qxv ⋅=  .        (3) 

The “ideal” variant (alternative) is determined according to the following formula: 
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where J – a set of attribute indexes whose higher values are better; J′ – a set of attribute indexes whose lower 
values are better. The “negative-ideal” variant is determined according to the following formula: 
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A distance between a comparative i-th and “best-ideal” +A variant is determined by calculating a distance in the 
n-dimensional Euclidean space upon the following formula: 
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and between the i-th and “negative-ideal” −A , upon following the formula: 
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The criterion of the TOPSIS method is a relative distance of the i-th alternative to the “worst-ideal” variant: 
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The best alternative out of the ones analysed will be that whose iK  value is the highest [4]. 

4. Proposed algorithm for the sensitivity analysis  

Based on the sensitivity analysis of a mathematical model and sample, the main principles and the idea 
provided in the article [10], an algorithm is formed to examine a multiple criteria method sensitivity in respect of 
attribute distributions: 

1. A multiple criteria decision-making task is formed, which consists of a set of analysed 
alternatives { }miAA i ,1: ==  and a set of evaluation attributes { }njRR j ,1: == . 

2. A decision matrix is made up: ( ) ( )njmixX ij ,1,,1, === , where ijx  is a quantitative estimation of 
the i-th alternative of j-th attribute. 

3. The distribution law F(x) is chosen to generate attribute values.  
4. The parameters of a selected distribution F(x) are set based on the values of valuation attributes 

njR j ,1: = . 
5. According to a chosen distribution, it is generated after K values of each attribute 

( )Kknjmixk
ij ,1,,1,,1, === , from which K decision matrixes are then formed: 

( ) ( )KknjmixX k
ijk ,1,,1,,1, ==== . 

6. In order to check the influence of attribute distributions on the results of the TOPSIS method, the 
significances of equal size attributes are chosen: 
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n
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7. Accordingly, by taking one generated matrix ( ) ( )KknjmixX k
ijk ,1,,1,,1, ==== , an evaluation of 

alternatives by the TOPSIS method is made. Calculation results are provided as samples 
( ) ( )KkaaaA k

m
kkk ,1,,,, 21 == K , whose elements are the values of the TOPSIS method criterion for 

each alternative. 
8. Taking rationality values of alternatives into account, alternatives are ranked by assigning a rank 1 to the 

highest value, while rank m – to the lowest.  
9. A statistical analysis of the results obtained is performed. 

5. Statistical methods to evaluate the sensitivity of the TOPSIS method 

1. Compatibility criteria. In order to check whether the distribution of the TOPSIS criterion values to i-th 
alternative complies with attribute distributions, nonparametric hypotheses about the distribution were 
formulated. 

Data. Variable sampling of quantitative relationship scale is made of the TOPSIS criteria to i-th 
alternative, sampling volume n = 100. 

Statistical hypothesis: 
⎩
⎨
⎧

ondistributistatedthefromcomenotdodataSampleH
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A :
:0  

To verify a hypothesis of the TOPSIS criterion values to i-th alternative distribution, the chi-squared and 
Kolmogorov–Smirnov criteria are used. 
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When calculating the chi-squared [1] and Kolmogorov–Smirnov [14] compatibility criteria, particular p-
values are observed. If a p-value is less than a chosen alpha (α = 0.05), then reject the null hypothesis that 
the data come from that distribution. 

2. The distributions which will be used to generate pseudorandom sizes are as follows: 
a. Normal distribution. ( )2,~ σμNX . In order to generate a set of random sizes, having a 

normal distribution, you need to indicate the values of parameters μ and σ. 
b. Uniform distribution ( )baUX ,~ . In order to generate a set of random sizes, having a 

uniform distribution, you need to specify the limits a and b of the interval in which there will 
be such sizes.  

c. Lognormal distribution ( )σμ ,~ LNX . In order to generate a set of random sizes, having a 
log-normal distribution, the values of the parameters ln(μ) and ln(σ) should be indicated. 

d. Beta distribution ( )ηγ ,~ BeX . In order to generate a set of random sizes, having a beta 
distribution, the values of the parameters γ and η should be indicated. 

3. Numerical characteristic to determine a level of rank confidence. To identify the level of multiple 
criteria decision reliability, the results of the estimations of alternative ranks received by the TOPSIS 
method from generated decision matrixes are used. The most common rank estimation for each alternative 
is identified, and a relative frequency of that estimation is calculated – a rank reliability level which is 
expressed in per cent: 

( ) %100)( ⋅=
K

lnAp i
i ,       (10) 

where  – confidence level of rank estimation  assigned to alternative ; K – sampling volume of 
results; frequency of rank estimation  assigned to the most frequent alternative ; [11]. 

6. Illustrative numerical examples 

In order to illustrate the results of the analysis proposed, a multiple criteria task was formulated: “Which 
foreign country has the most favourable conditions for the business establishment?”. Five countries (alternatives) 
were chosen: A1 – Netherlands, A2 – Switzerland, A3 – Germany, A4 – Norway, A5 – Sweden. The alternatives 
were evaluated in respect of six attributes: R1 – time necessary to establish a business (the number of calendar 
days necessary to complete procedures of legal business establishment), R2 – time for tax preparation and payment 
(time necessary to prepare, fill in and pay taxes, in hours per year), R3 – total number of taxes, R4 – GDP per 
capita, R5 – urban population (percentage of the total population), R6 – initial procedures to register a business 
(procedures which are necessary to start a business, obtain all necessary documents and licences, and complete 
verification of all required documentation). Data for 2005–2013 attribute values have been taken from the World 
Bank Data website, at http://data.worldbank.org/indicator. 

By using the indicator values, nine decision matrixes with equal indicator significances were made, and the 
evaluation of alternatives by the TOPSIS method was conducted. Priority lines of alternatives are shown in the 
diagram (Fig. 1). 

 

 
Fig. 1. Alternative ranking by the TOPSIS method 

http://data.worldbank.org/indicator�
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Based on the priority lines of alternatives, the conclusion suggests that the most favourable conditions to 
establish a business are in Norway (A4) – rank 1. 

Provided we know the indicator distributions and will be solving this multi-objective task for one year each 
day, would the alternative ranking change? In order to answer this question, a research is conducted during which 
indicator value K samples (K = 100) are generated according to a selected probability distribution. Decision 
matrixes are made from generated values for which, applying the TOPSIS method with equal size indicator 
significances, TOPSIS criterion values to alterations were obtained.  

The following probability distributions were chosen for the research: uniform, normal, log-normal, and beta. 
Having conducted alteration ranking, rank mode estimation was calculated for each alternative, and a reliability 
level was calculated for this estimation according to the formula (10). The most frequently obtained rank 
estimations of alternatives and their reliability levels are provided in tables 1–2. 

Table 1. Values of the most frequent ranks and reliability levels in cases of uniform, normal and log-normal distributions 

Alternative A1 A2 A3 A4 A5 
Most frequent rank value 3 4 5 1 2 

Reliability level in case of a uniform distribution 36% 56% 62% 59% 41% 
Reliability level in case of a normal distribution 41% 69% 73% 65% 40% 

Reliability level in case of a log-normal distribution 55% 73% 75% 73% 50% 

Table 2. Values of the most frequent ranks and reliability levels in case of beta distribution 

Alternative A1 A2 A3 A4 A5 
Most frequent rank value 1 4 5 1 3 

Reliability level in case of beta distribution 32% 41% 62% 45% 31% 
 

It may be observed that in case of uniform, normal and log-normal distributions, the values of the most 
frequent alternative ranks coincided and their reliability levels correlated. In case of beta distribution, ranks of A1 
and A5 alternatives changed, and the reliability level of most frequent ranks is significantly lower than in cases of 
uniform, normal and log-normal distributions. 

Verifications were made whether the TOPSIS criterion value samples of alternatives have the same 
distribution as indicator value samples. Significance level α = 0.05. Chi-squared and Kolmogorov–Smirnov’s 
criteria are used to verify the hypotheses, TOPSIS criterion value distribution of alternatives. 

• Initial data were distributed according to a uniform distribution – do alternative samplings have a 
uniform distribution? 

Table 3. Goodness-of-fit test estimation with α = 0.05 that the result samples have a uniform distribution 

Kolmogorov–Smirnov Chi-squared 
Alternative 

p-value H0 p-value H0 

A1 0.33519 Accepted N/A 
A2 0.85131 Accepted N/A 
A3 0.50527 Accepted N/A 
A4 0.89737 Accepted N/A 
A5 0.18979 Accepted N/A 

 
• Initial data were distributed according to a normal distribution – do alternative samplings have a normal 

distribution? 
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Table 4. Goodness-of-fit test estimation with α = 0.05 that the result samples have a normal distribution 

Kolmogorov–Smirnov Chi-squared 
Alternative 

p-value H0 p-value H0 

A1 0.99848 Accepted 0.8261 Accepted 
A2 0.19538 Accepted 0.21146 Accepted 
A3 0.20197 Accepted 0.63488 Accepted 
A4 0.16856 Accepted 0.11207 Accepted 
A5 0.38183 Accepted 0.92826 Accepted 

• Initial data were distributed according to a lognormal distribution – do alternative samplings have a 
lognormal distribution? 

Table 5. Goodness-of-fit test estimation with α = 0.05 that the result samples have a log-normal distribution 

Kolmogorov–Smirnov Chi-squared 
Alternative 

p-value H0 p-value H0 

A1 0.63119 Accepted 0.59078 Accepted 
A2 0.774656 Accepted 0.63072 Accepted 
A3 0.62623 Accepted 0.31217 Accepted 
A4 0.17572 Accepted 0.19329 Accepted 
A5 0.94423 Accepted 0.96434 Accepted 

 
• Initial data were distributed according to a beta distribution – do alternative samplings have a beta 

distribution? 

Table 6. Goodness-of-fit test estimation with α = 0.05 that the result samples have a beta distribution 

Kolmogorov–Smirnov Chi-squared 
Alternative 

p-value H0 p-value H0 

A1 0.58559 Accepted 0.21565 Accepted 
A2 0.8652 Accepted 0.94988 Accepted 
A3 0.99418 Accepted 0.90772 Accepted 
A4 0.80777 Accepted 0.07861 Accepted 
A5 0.86443 Accepted 0.28172 Accepted 

 
Having conducted a verification of distribution compatibility, it was noticed that the distributions of the TOPSIS 
criterion values of the alternatives comply with the indicator value distributions. 

7. Conclusions 

1. Following the research, it was observed that the TOPSIS method is sensitive to indicator distributions. 
2. Taking the distributions analysed into consideration, the TOPSIS method is the most sensitive for a beta 

distribution and the least sensitive for a log-normal distribution. 
3. Having conducted a research on the compliance of initial data with result distributions, it was observed 

that the distributions of the TOPSIS criterion values of alternatives comply with the indicator 
distributions. 
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METODO TOPSIS JAUTRUMO ANALIZĖ PRADINIŲ DUOMENŲ SKIRSTINIŲ ATŽVILGIU 

Rūta Simanavičienė, Vaida Petraitytė 

Santrauka. Straipsnyje nagrinėjamas daugiakriterinio sprendimo priėmimo metodo TOPSIS jautrumas rodiklių ti-
kimybinių skirstinių atžvilgiu. Tyrimui atlikti, pradiniai duomenys – rodiklių reikšmės, buvo generuojamos pagal norma-
lųjį, lognormalųjį, tolygųjį ir beta skirstinius. Iš sugeneruotų duomenų buvo konstruojamos sprendimo matricos. Taikant 
TOPSIS metodą sugeneruotoms matricoms, gautos rezultatų imtys. Buvo atliekama gautų rezultatų statistinė analizė, kuri 
parodė, jog pradinių duomenų skirstiniai nebūtinai sutampa su TOPSIS metodu gautų rezultatų skirstiniais. Pagal dažniau-
siai pasitaikančią alternatyvos rango reikšmę nustatyta, jog metodas TOPSIS yra labiausiai jautrus duomenų pasiskirsty-
mui pagal beta skirstinį, mažiausiai jautrus duomenų pasiskirstymui pagal lognormalųjį skirstinį. 

Reikšminiai žodžiai: daugiakriterinis sprendimų priėmimas, TOPSIS metodas, jautrumo analizė, tikimybinis pasi-
skirstymas. 
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Abstract. The present article investigates the sensitivity of the multiple criteria decision-making method TOPSIS in respect of attribute probability distributions. To carry out research, initial data – attribute values – were generated according to a normal, log-normal, uniform, and beta distributions. Decision matrixes were constructed from the generated data. By applying the TOPSIS method to the matrixes generated, result samples were received. A statistical analysis was conducted for the results obtained, which revealed that the distributions of the initial data comply with the distributions of the results received by the TOPSIS method. According to the most common alternative rank value, it was ascertained that the TOPSIS method is the most sensitive for data distribution according to beta distribution, and the least sensitive for data distribution according to lognormal distribution.

Keywords: multiple criteria decision-making, TOPSIS method, sensitivity analysis, probability distribution.

1. Introduction


While analysing scientific works on sensitivity analysis methods, one can frequently find works dedicated to the analysis of the sensitivity of mathematical models. The sensitivity analysis of mathematical models studies the relationship between information flowing in and out of the model [9].The significance of the sensitivity analysis in analysing multiple criteria decision-making methods has been approved by scholars as an opportunity to increase the reliability of a multiple criteria decision. This analysis verifies whether slight alterations of initial data or preferences will change the final decision results [2]. Generally, in case of a multiple criteria task, the sensitivity analysis is carried out in respect of attribute significance values ([11], [12], [13], [6]) by using pseudorandom values evenly distributed in the range [0, 1]. R. Simanavičienė and L. Ustinovičius suggested the sensitivity analysis in respect of initial data distributions [10]. They studied a sensitivity attribute distribution according to a uniform and normal law of multiple criteria decision-making methods TOPSIS, SAW and COPRAS when attribute values change within the range ( 10 % of a fixed attribute value. 

Commonly, uniform random sizes are generated for a statistical analysis of mathematical models [0, 1] ([8], [5], [13]). Nevertheless, when conducting statistical modelling, it is possible to generate samples of variables according to other distribution laws [7]. In particular, when carrying out statistical research in the field of medicine, it is noticeable that the variables of that field have various distributions as uniform, normal, log-normal, beta, gama, etc. [3].

The aim of this work is to identify the impact of initial data (attribute values) distributions on the results of the multiple criteria method TOPSIS. For the analysis of the TOPSIS method sensitivity, a mathematical model sensitivity analysis is used on the basis of samples. For the research, it was chosen to generate attribute values according to a uniform, log-normal, and beta distribution, and to observe the impact of certain distributions on the results of the TOPSIS method. During the research, it will be monitored whether the attribute distributions comply with alternative distributions, and towards which distribution the TOPSIS method is the most sensitive.

2. Sensitivity analysis on the basis of samples

The sensitivity analysis of a mathematical model in respect of the basis of samples is one of the techniques of sensitivity analysis when a model is designed repeatedly based on the combinations of values, which are made by using sampling distributions of known input factors [9]. The aforementioned sensitivity analysis method could be described in the following steps: 

· An experiment is designed, and input factors requiring analysis are defined.


· Probability density function or deviation limits are determined for each factor. 

· An input vector is generated by a chosen method.

· By using generated input data, model results are calculated.

· The impact of each input factor or relative importance for the outcome variable(s) is evaluated.

A sensitivity analysis could be conducted for a set of factors, which could be the following:

· A certain input characteristic;


· Distribution parameters describing a random process;


· A reason of a factor whose value determines the mechanism of alternation of a process selection.

In the case when a sample is provided through a model, model calculations are carried out repeatedly for each realization – in order to obtain the sample of variable results of the field under investigation. When having a sample of results, a statistical analysis of sample data is conducted: an empirical distribution function is formed; such numerical characteristics as an average, a standard deviation, confidence intervals, etc. are calculated [9].

3. Multiple criteria evaluation method TOPSIS

The TOPSIS method means Technique for Order Preference by Similarity to Ideal Solution [4]. An assumption of the TOPSIS method: an alternative which is the furthest from the “negative-ideal” alternative is the best. On the basis of this assumption, the alternatives examined are listed in a priority line.


Suppose we have a decision matrix X where lines mark the alternatives examined (m – number of alternatives), columns – efficiency indicators (n – number of efficiency indicators).
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By applying the TOPSIS method, a decision matrix X is normalized by making a vector normalization:
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Suppose known values of attribute significance 
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, then a weighted normalized matrix is formed 
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, whose elements are calculated according to the formula (3):
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The “ideal” variant (alternative) is determined according to the following formula:




[image: image7.wmf]}


...,


,


,


{


}


,


1


)


'


∈


min


(


),


∈


max


{(


2


1


+


+


+


+


=


=


=


n


ij


i


ij


i


a


a


a


m


i


J


j


v


J


j


v


A


,



(4)


where J – a set of attribute indexes whose higher values are better; J′ – a set of attribute indexes whose lower values are better. The “negative-ideal” variant is determined according to the following formula:
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(5)


A distance between a comparative i-th and “best-ideal” 
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variant is determined by calculating a distance in the
n-dimensional Euclidean space upon the following formula:




[image: image10.wmf](


)


)


,


1


(


,


-


��


1


2


m


i


a


v


L


n


j


j


ij


i


=


=


=


+


+









(6)


and between the i-th and “negative-ideal” 
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(7)


The criterion of the TOPSIS method is a relative distance of the i-th alternative to the “worst-ideal” variant:
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(8)

The best alternative out of the ones analysed will be that whose 

[image: image14.wmf]i


K


 value is the highest [4].

4. Proposed algorithm for the sensitivity analysis 

Based on the sensitivity analysis of a mathematical model and sample, the main principles and the idea provided in the article [10], an algorithm is formed to examine a multiple criteria method sensitivity in respect of attribute distributions:

1. A multiple criteria decision-making task is formed, which consists of a set of analysed alternatives
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 and a set of evaluation attributes
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2. A decision matrix is made up: 
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, where 
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 is a quantitative estimation of the i‑th alternative of j-th attribute.


3. The distribution law F(x) is chosen to generate attribute values. 

4. The parameters of a selected distribution F(x) are set based on the values of valuation attributes 
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5. According to a chosen distribution, it is generated after K values of each attribute 
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, from which K decision matrixes are then formed: 
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6. In order to check the influence of attribute distributions on the results of the TOPSIS method, the significances of equal size attributes are chosen:
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(9)


7. Accordingly, by taking one generated matrix 
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, an evaluation of alternatives by the TOPSIS method is made. Calculation results are provided as samples 
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, whose elements are the values of the TOPSIS method criterion for each alternative.

8. Taking rationality values of alternatives into account, alternatives are ranked by assigning a rank 1 to the highest value, while rank m – to the lowest. 

9. A statistical analysis of the results obtained is performed.

5. Statistical methods to evaluate the sensitivity of the TOPSIS method

1. Compatibility criteria. In order to check whether the distribution of the TOPSIS criterion values to i-th alternative complies with attribute distributions, nonparametric hypotheses about the distribution were formulated.

Data. Variable sampling of quantitative relationship scale is made of the TOPSIS criteria to i-th alternative, sampling volume n = 100.

Statistical hypothesis: 
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To verify a hypothesis of the TOPSIS criterion values to i-th alternative distribution, the chi-squared and Kolmogorov–Smirnov criteria are used.


When calculating the chi-squared [1] and Kolmogorov–Smirnov [14] compatibility criteria, particular p-values are observed. If a p-value is less than a chosen alpha (α = 0.05), then reject the null hypothesis that the data come from that distribution.

2. The distributions which will be used to generate pseudorandom sizes are as follows:


a. Normal distribution. 
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. In order to generate a set of random sizes, having a normal distribution, you need to indicate the values of parameters ( and (.


b. Uniform distribution 
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. In order to generate a set of random sizes, having a uniform distribution, you need to specify the limits a and b of the interval in which there will be such sizes. 

c. Lognormal distribution 
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. In order to generate a set of random sizes, having a log-normal distribution, the values of the parameters ln(() and ln(() should be indicated.


d. Beta distribution 
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. In order to generate a set of random sizes, having a beta distribution, the values of the parameters ( and ( should be indicated.


3. Numerical characteristic to determine a level of rank confidence. To identify the level of multiple criteria decision reliability, the results of the estimations of alternative ranks received by the TOPSIS method from generated decision matrixes are used. The most common rank estimation for each alternative is identified, and a relative frequency of that estimation is calculated – a rank reliability level which is expressed in per cent:
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(10)


where [image: image32.png]p(A,)




 – confidence level of rank estimation [image: image34.png]



 assigned to alternative [image: image36.png]



; K – sampling volume of results; [image: image38.png]



frequency of rank estimation [image: image40.png]



 assigned to the most frequent alternative [image: image42.png]



; [11].


6. Illustrative numerical examples

In order to illustrate the results of the analysis proposed, a multiple criteria task was formulated: “Which foreign country has the most favourable conditions for the business establishment?”. Five countries (alternatives) were chosen: A1 – Netherlands, A2 – Switzerland, A3 – Germany, A4 – Norway, A5 – Sweden. The alternatives were evaluated in respect of six attributes: R1 – time necessary to establish a business (the number of calendar days necessary to complete procedures of legal business establishment), R2 – time for tax preparation and payment (time necessary to prepare, fill in and pay taxes, in hours per year), R3 – total number of taxes, R4 – GDP per capita, R5 – urban population (percentage of the total population), R6 – initial procedures to register a business (procedures which are necessary to start a business, obtain all necessary documents and licences, and complete verification of all required documentation). Data for 2005–2013 attribute values have been taken from the World Bank Data website, at http://data.worldbank.org/indicator.

By using the indicator values, nine decision matrixes with equal indicator significances were made, and the evaluation of alternatives by the TOPSIS method was conducted. Priority lines of alternatives are shown in the diagram (Fig. 1).
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Fig. 1. Alternative ranking by the TOPSIS method

Based on the priority lines of alternatives, the conclusion suggests that the most favourable conditions to establish a business are in Norway (A4) – rank 1.

Provided we know the indicator distributions and will be solving this multi-objective task for one year each day, would the alternative ranking change? In order to answer this question, a research is conducted during which indicator value K samples (K = 100) are generated according to a selected probability distribution. Decision matrixes are made from generated values for which, applying the TOPSIS method with equal size indicator significances, TOPSIS criterion values to alterations were obtained. 


The following probability distributions were chosen for the research: uniform, normal, log-normal, and beta. Having conducted alteration ranking, rank mode estimation was calculated for each alternative, and a reliability level was calculated for this estimation according to the formula (10). The most frequently obtained rank estimations of alternatives and their reliability levels are provided in tables 1–2.

Table 1. Values of the most frequent ranks and reliability levels in cases of uniform, normal and log-normal distributions

		Alternative

		A1

		A2

		A3

		A4

		A5



		Most frequent rank value

		3

		4

		5

		1

		2



		Reliability level in case of a uniform distribution

		36%

		56%

		62%

		59%

		41%



		Reliability level in case of a normal distribution

		41%

		69%

		73%

		65%

		40%



		Reliability level in case of a log-normal distribution

		55%

		73%

		75%

		73%

		50%





Table 2. Values of the most frequent ranks and reliability levels in case of beta distribution

		Alternative

		A1

		A2

		A3

		A4

		A5



		Most frequent rank value

		1

		4

		5

		1

		3



		Reliability level in case of beta distribution

		32%

		41%

		62%

		45%

		31%





It may be observed that in case of uniform, normal and log-normal distributions, the values of the most frequent alternative ranks coincided and their reliability levels correlated. In case of beta distribution, ranks of A1 and A5 alternatives changed, and the reliability level of most frequent ranks is significantly lower than in cases of uniform, normal and log-normal distributions.

Verifications were made whether the TOPSIS criterion value samples of alternatives have the same distribution as indicator value samples. Significance level α = 0.05[image: image45.png]0,05




 QUOTE  
. Chi-squared and Kolmogorov–Smirnov’s criteria are used to verify the hypotheses, TOPSIS criterion value distribution of alternatives.

· Initial data were distributed according to a uniform distribution – do alternative samplings have a uniform distribution?

Table 3. Goodness-of-fit test estimation with α = 0.05 that the result samples have a uniform distribution

		Alternative

		Kolmogorov–Smirnov

		Chi-squared



		

		p-value

		H0

		p-value

		H0



		A1

		0.33519

		Accepted

		N/A



		A2

		0.85131

		Accepted

		N/A



		A3

		0.50527

		Accepted

		N/A



		A4

		0.89737

		Accepted

		N/A



		A5

		0.18979

		Accepted

		N/A





· Initial data were distributed according to a normal distribution – do alternative samplings have a normal distribution?

Table 4. Goodness-of-fit test estimation with α = 0.05 that the result samples have a normal distribution

		Alternative

		Kolmogorov–Smirnov

		Chi-squared



		

		p-value

		H0

		p-value

		H0



		A1

		0.99848

		Accepted

		0.8261

		Accepted



		A2

		0.19538

		Accepted

		0.21146

		Accepted



		A3

		0.20197

		Accepted

		0.63488

		Accepted



		A4

		0.16856

		Accepted

		0.11207

		Accepted



		A5

		0.38183

		Accepted

		0.92826

		Accepted





· Initial data were distributed according to a lognormal distribution – do alternative samplings have a lognormal distribution?

Table 5. Goodness-of-fit test estimation with α = 0.05 that the result samples have a log-normal distribution

		Alternative

		Kolmogorov–Smirnov

		Chi-squared



		

		p-value

		H0

		p-value

		H0



		A1

		0.63119

		Accepted

		0.59078

		Accepted



		A2

		0.774656

		Accepted

		0.63072

		Accepted



		A3

		0.62623

		Accepted

		0.31217

		Accepted



		A4

		0.17572

		Accepted

		0.19329

		Accepted



		A5

		0.94423

		Accepted

		0.96434

		Accepted





· Initial data were distributed according to a beta distribution – do alternative samplings have a beta distribution?

Table 6. Goodness-of-fit test estimation with α = 0.05 that the result samples have a beta distribution

		Alternative

		Kolmogorov–Smirnov

		Chi-squared



		

		p-value

		H0

		p-value

		H0



		A1

		0.58559

		Accepted

		0.21565

		Accepted



		A2

		0.8652

		Accepted

		0.94988

		Accepted



		A3

		0.99418

		Accepted

		0.90772

		Accepted



		A4

		0.80777

		Accepted

		0.07861

		Accepted



		A5

		0.86443

		Accepted

		0.28172

		Accepted





Having conducted a verification of distribution compatibility, it was noticed that the distributions of the TOPSIS criterion values of the alternatives comply with the indicator value distributions.

7. Conclusions


1. Following the research, it was observed that the TOPSIS method is sensitive to indicator distributions.

2. Taking the distributions analysed into consideration, the TOPSIS method is the most sensitive for a beta distribution and the least sensitive for a log-normal distribution.


3. Having conducted a research on the compliance of initial data with result distributions, it was observed that the distributions of the TOPSIS criterion values of alternatives comply with the indicator distributions.
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METODO TOPSIS JAUTRUMO ANALIZĖ PRADINIŲ DUOMENŲ SKIRSTINIŲ ATŽVILGIU


Rūta Simanavičienė, Vaida Petraitytė


Santrauka. Straipsnyje nagrinėjamas daugiakriterinio sprendimo priėmimo metodo TOPSIS jautrumas rodiklių tikimybinių skirstinių atžvilgiu. Tyrimui atlikti, pradiniai duomenys – rodiklių reikšmės, buvo generuojamos pagal normalųjį, lognormalųjį, tolygųjį ir beta skirstinius. Iš sugeneruotų duomenų buvo konstruojamos sprendimo matricos. Taikant TOPSIS metodą sugeneruotoms matricoms, gautos rezultatų imtys. Buvo atliekama gautų rezultatų statistinė analizė, kuri parodė, jog pradinių duomenų skirstiniai nebūtinai sutampa su TOPSIS metodu gautų rezultatų skirstiniais. Pagal dažniausiai pasitaikančią alternatyvos rango reikšmę nustatyta, jog metodas TOPSIS yra labiausiai jautrus duomenų pasiskirstymui pagal beta skirstinį, mažiausiai jautrus duomenų pasiskirstymui pagal lognormalųjį skirstinį.


Reikšminiai žodžiai: daugiakriterinis sprendimų priėmimas, TOPSIS metodas, jautrumo analizė, tikimybinis pasiskirstymas.
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