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Abstract. We investigate linear and nonlinear hypotheses testing in a Cox proportional hazards model for right-censored
survival data when the covariates are subject to measurement errors. In Kukush and Chernova (2018) [Theor. Probability
and Math. Statist. 96, 101-110], a consistent simultaneous estimator is introduced for the baseline hazard rate and the
vector of regression parameters. Therein the baseline hazard rate belongs to an unbounded set of nonnegative Lipschitz
functions, with fixed constant, and the vector of regression parameters belongs to a compact parameter set. Based on the
estimator, we develop two procedures to test nonlinear and linear hypotheses about the vector of regression parameters:
Wald-type and score-type tests. The latter is based on an unbiased estimating equation. The consistency of the tests is
shown.
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1. Introduction

Survival analysis (or failure time data analysis) means statistical inference for data, where the response
of interest is time T from the time origin to the occurrence of a certain event. It is widely used, for
example, in medicine, insurance and reliability. Key elements of survival analysis are nonnegative
response and censoring. The aim of survival analysis is to estimate some aspects of the unavailable
complete data from those observed, which are incomplete due to censoring. In medicine, the objective
could be to compare different treatment effects on the survival time, possibly correcting for information
available on each patient. This leads to the following regression analysis problem.

Let nonnegative continuous random variable T denote the survival time (the so-called lifetime).
Consider the Cox proportional hazard model [8], where the lifetime T for a subject with covariate
X € R* has the following hazard (intensity) function

A (11X, 8) = Mt)exp(BTX), £>0. (1)

An unknown parameter 3 belongs to the given parameter set ®g C R¥, and A(+) is an unknown
nonnegative baseline hazard function.

Let nonnegative random variable C denote the censoring time. The observed survival data comprise
the censored lifetime ¥ := min{7T,C} and the non-censoring indicator A := Ii7<cy. Assume that the
censor C is distributed on a given interval [0,1] and its survival function Ge(u) = 1 — Fe(u) is unknown.
Since censored lifetimes belong to [0,7], we will estimate the baseline hazard only on this interval.
Moreover, we assume that A(-) € @, C C[0,1]. The conditional pdf of T given X is

t
Fr(t[Xsh, B) = A5 (1[X: 0, B) exp <— / 2 (51X, ﬂ)ds> .
0
Consider an additive error model, i.e., a surrogate variable

W=X+U, )
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is observed instead of X, where a random error U has known moment generating function My(z) :=E etV
The couple (7,X), censor C, and measurement error U are stochastically independent.

Consider independent copies of the model (X;, T;,C;,Y;,A;, U;, W;), i =1,2,...,n. Based on triples
(Y:,A;,W;), i=1,...,n, we estimate the parameters 3 and A(t), t € [0,1].

In the seminal paper of Cox [8], baseline hazard A(-) is unspecified, covariates are observed without
measurement errors, and the parameter 3 is estimated by maximization of a partial likelihood function
that does not involve A(:). This paper engendered a lively discussion. Breslow [4] proposed an
estimator of cumulative baseline hazard A(f) = [jA(s)ds, and the estimator relies on the estimator
B of B. Ramlau-Hansen [13] derived the estimator for the baseline hazard itself from the Breslow
estimator using kernel smoothing and studied its asymptotic properties. In all of these papers the
dimension of B3 is small compared to n. Andersen and Gill [1] studied the large sample properties of
a counting processes model with intensity given in (1).

The Cox proportional hazards model with measurement errors has been studied in papers, in-
cluding the following. Nakamura (1992) [12], based on an approximately corrected score function
(only using the first and second terms of its Taylor expansion), introduced heuristically an estimator
of the regression parameter in the Cox proportional hazards model where measurement errors are
additive and normally distributed. The results of numerical simulations were presented as well. Gu
& Kong (1999) [10] showed that the latter estimator is consistent and asymptotically normal. They
also proved that the corrected cumulative baseline hazard estimator is consistent and converges to
a Gaussian process. Augustin (2004) [2] noticed that the estimator in Gu & Kong (1999) [10] is an
exact corrected log-likelihood estimator. Wang (2006) [14] considered Cox proportional hazards re-
gression with longitudinal covariates. In those papers the baseline hazard rate was either unspecified
or assumed piece-wise constant.

Kukush and Chernova [11] constructed a simultaneous estimator (5»(), B) of (M(-),) for the case

where the baseline hazard rate A(-) belongs to an unbounded set of nonnegative Lipschitz functions,
with fixed Lipschitz constant, and the regression parameter 3 is from a compact parameter set.
Right-censored lifetimes are observed, and covariates are corrupted by additive measurement errors.
The estimator is strongly consistent and asymptotically normal. In Chernova [6], procedures for
testing simple hypotheses are presented for the regression parameter and integral functionals of the
baseline hazard rate. More precisely, hypotheses have the following form: (a) “8 = By, A € ©)” vs.
“B#Bo, A€B”, or (b) “[5 © (u)f(u)du =2y, B e Og” vs. “ [y ¢ (u) f(u)du # o, B € ®g”, where
0<e<r, f is some vector function, and & is a fixed vector.

In the present paper, we discuss a Wald-type test for the general nonlinear hypothesis “h(3) =0, A €
0®,” vs. “h(B) #0, A € ©,”, where a Borel function h:®g — R", r <k, is continuously differentiable
in a neighborhood of 3, whose Jacobian matrix has full rank, and a score-type test for the linear
hypothesis “VB=v, A€ ©,” vs. “VB #v, A€ ®,”, where V is an r X k matrix of full rank. We refer
to Chapter 8 of Boos and Stefanski [3] for discussion of Wald-type and score-type tests; the latter is
based on an unbiased estimation equation.

This paper is organized as follows. In Section 2 we define the simultaneous estimator for the
model parameters (A, 3) and describe properties of the estimator. In Section 3 we discuss a Wald-type
test for the nonlinear hypothesis and prove its consistency. In Section 4 a score-type test for linear
hypothesis is presented. We show that testing a linear hypothesis is equivalent to testing a hypothesis
about a sub-vector of the regression parameter, and the consistency of the test is shown. Conclusions
are given in Section 5.

2. Simultaneous estimator of the baseline hazard function and regression parameter

As in [2], we use the objective function corrected for measurement errors

-

Q(Y,‘,Ai,wl';k,ﬁ),

S|

0, (A B) =

i=1
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with
-
q(Y, A W; L, 3) :=A- (logh(Y) +,6'TW) exp ﬁ W) / Au

We impose the following conditions:

(i) Op:={ f:[0,7] =R | f(t) > 0,Vt €[0,7] and |f(¢) — f(s)| < L|t —s]|,V¢,s € [0,7] }, where L>0is a
fixed constant.

(ii) ®g C R* is a compact set.
(iii) E U=0 and for some constant € > 0,

E LIVl oo, with D := max || 3| +e¢.
BEOs

(iv) E PIXll < 0o, with D defined in (iii).

(v) T is the right endpoint of the censor’s distribution, i.e., P(C > 1) = 0 and for all € >0, P(C >
T—¢)>0.

(vi) Matrix E XX is positive definite.
(vii) True parameter @ is an inner point of @g.

(viii) True parameter A € @} for some unknown € >0, where

i={f:[0,7] =R | f(r) >¢ Ve €[0,7] and |f(r) — f(s)| < (L—g)|t —s|, V1,5 € [0,7] }.

(ix) Censor C has a continuous distribution function.
(ix’) P(C>0)=1.

EHU”Ze(kH)BTU

(x) For all B€ O and all R>0, ¥ GdBIRE < oo with agi1(8) = s

In [7], it is shown that condition (x) holds true if, for example, the centered measurement error U
is either bounded, or normal, or has a shifted Poisson distribution.

Definition 1. Fix a sequence {€,} of positive numbers, with €, | 0, as n — . Any Borel function (i, B) =

(5»,1,,3,,> of observations (Y;,Ai,W;), i = 1,...,n, with values in ® and such that

05" (h.B)> sup Q" (A,B) =&,

(A.B)€®
is called a corrected estimator of (A, 3).

According to [11], under conditions (i)—(viii) the simultaneous estimator is strongly consistent, i.e.,

max |A(t) =M()] -0 and B— 3

t€[0,7]

a.s. as n — oo,
Denote by Gr(¢|X) the conditional survival function of T given X, let also

a(t) = EXeP XGr(tX)], b(t) = E[e? XGy(t[X)],

p(t) = EXX" P XGr(t[X)], T(t) = p(t)b(r) —a(t)a’ (), K(r) =71,
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A=E [XXTeBTX /0 ' x(u)du], M= /0 "7 () K () Gee(u)du.

For i > 1, introduce random vectors

Aia(Y;) | exp(B'W;)
b(Y;) My(B)

with the column vector of partial derivatives

Gi=-

Y; dq
/0 a(u)K(u)du+ 98 (K,Az,Wu}V B),

dq
B3

CE(UAU
4w g =aow PO EOED o grw) [ A

Denote also
T
Yg=4-Cov((y), Z=X(AB)=M "M m(¢y) = /0 oy (u)a(u)Ge(u)du,

o =4-Var (¢'(Y,A,W:L,3),¢) =4-Var & (Y,A,W),

where & (Y,A,W) = A;();()Y) —GXLUﬂTW / on(u)du+A-9g LW—
_E[UB'U
—<ngU(ﬂ)AV4‘; : ﬁ)[te | exp(3TW) /0 Mu)du

Here ¢ = (¢;,93) € C[0,7] x R* and ¢’ is the Fréchet derivative of ¢ with respect to the pair (A,3).

Theorem 2 ([11]). Assume assumptions (i)—(viii) and (ix’). Then the matrix ¥ introduced above is nonsingular
and

Va(B—B) 5 Ni(0,).
Moreover,

Ji /O (= W) () f () Gelu)du 5 N(0,G2(f).

for all Lipschitz functions f defined on the interval [0,7], where Gé(f) G 0= (92,93), o3 = —A"'m(¢y)
and @), is a unique solution in C|0,7] to the Fredholm integral equation

@5 (1)

K(u) —a' (WA m(gr) = f(u), u€ 0,7,

3. Wald-type test for a nonlinear hypothesis

In this section, we explain how to test the composite null hypothesis about 8 in the model (1)—(2)
Hy: “A(B)=0, Ae€®)” vs. Hi: “h(B)#0, Aec©),

where h: ®g — R, r <k, is continuously differentiable in a neighborhood of B Borel r x k vector
function with r x k Jacobian matrix H(8) = aah é@ of full rank in the neighborhood. We assume that 3
is an unknown inner point of @g.

This form of hypothesis contains the following important particular cases: if h(3) = 3 — Bo, then
the simple hypothesis is tested, and if #(3) = VP —v with a fixed r x k matrix V and a fixed vector v,
then we test a linear hypothesis about vector 3.

Asymptotic properties of the estimator (X,B) were presented in Section 2. Moreover, it is shown

in [7] that under conditions (i)—(x), a strongly consistent estimator £ (being a symmetric random
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matrix itself) for the asymptotic covariance matrix X of the estimator B can be constructed. Let
H = H(B). Define the test statistic

Tii=n- )

‘(H £A7) " nd) 2

for all n> 1 and o from the underlying probability space Q such that ¥ is positive definite; otherwise
we put T,,; =0.

Lemma 3. Assume conditions (i)—(x). Then under Hy it holds that T, i> X% as n — oo,

Proof. Using the asymptotic normality of 3 stated in Theorem 2 and the Delta Theorem (p.14 in [3]) one can
obtain the following:

A d
Vi (h(B) —h(B)) = N0, H(B) Z(A,8) H' (B)).
Under Hy, 4(3) = 0. The symmetric matrix £ converges a.s. to the positive definite matrix (A, 3). Thus,
% is positive definite eventually, i.e., with probability 1 for all n starting from some random integer. Since the
function H is continuous in a neighborhood of 3, it holds that H(3) — H(3) almost surely. Then Slutsky’s
lemma yields

fa A\ 12 s
Jn <HZH ) h(B) % N0, 1),
which completes the proof. O

Given a € (0,1), denote the upper a-quantile of 2 distribution by x2,. Lemma 3 implies the next
statement.

Theorem 4. Under conditions (i)—(x), the test that fails to reject Hy if T,y <%, ,and rejects the null hypothesis
if T > X2, , has asymptotic significance level o .

Now, we prove that the test is consistent. Assume that the alternative H; holds true. Then
h(B) # 0. Let A be the true value of baseline hazard function. We get eventually:

2

o= (A2 A7) i o) -wey+ (2 AT) Vi)
2+f’l‘0P(1)7

—1/2

‘(H(B) (L, 8) HT(ﬁ)) h(8)

=n-

since (H £ I-AIT)fl/2 converges in probability to (H(8) (), 3) HT(,B))_l/2 and the sequence /n (h(83) —
h(3)) converges in distribution and hence is bounded in probability. Thus, under H; the test statistic
converges to infinity in probability. The rate of convergence is const-n with

2
, const > 0.

const = H(H(ﬂ) x0.8) H'(8) (g

Therefore, the test is consistent, i.e. the probability of a Type II error tends to 0 as n — co.

4. Score-type test for a linear hypothesis

As an alternative to the Wald test one can use a score-type test based on the unbiased score function

s(Y,A,W; A, 3) := a—q(y AW B)=A-W—g(W [3)/Yx(u)du
b ) b ) . aBT ) ) 9 ) b 0 ]
where 5T
W = .
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We start with a hypothesis about a sub-vector of the regression parameter. Let 87 = (GIT,GT)
where 6, and 0, are column vectors of size (k—r) and r, respectively, 1 <r <k—1. We partition the

score function as follows ( \.5)
) _ (s1(Y, A, WA, B
S(Y7A7W’}\’7/8) - <S2(Y,A,W,7\.,/6)> .

Any r x r matrix can be partitioned accordingly, in particular

(k—r) (r) e (k—r) (r) e
_( X X2\ (k—r [ Ay Ap)\ (k—r
x= < 221 ):22) (i’) ’ A= < A21 Azz) (r) ’

4.1. Hypothesis about sub-vector of regression parameter

We test the null hypothesis about the true value of the partitioned regression parameter 3 in the
model (1)—(2)
Hy: “0, = 92()7 AE @;j’ vs. Hy: %0, 75 920, A€ @;j’,

where 0y is an inner point of the projection of ®g on the last r coordinates and B = (GIT,GZT )T is an
inner point of @3 with unknown first component ;.
Let Z = (Y,A\W), Z = (Y;, A, W;), BT = (GT GT) In [7], a strongly consistent estimator A =

1n»
=A (5\., B) =A (i, B1,, éz,,) of the positive definite matrix A from Section 2 is constructed; the estimator
is a symmetric random matrix. Define the test statistic

2
—12 1

n A A
(A2 £5p A) %ZSZ(ZB}MOM?GZO)
T

)

for all n>1 and ® € Q such that £y, and A,y are positive definite; otherwise we put T, = 0.

Lemma 5. Assume conditions (i)—(x). Then under H it holds that T, i> X% as n — oo,

Proof. The proof follows the line of the proof of Lemma 4 in [6]. Condition (vii) and the strong consistency of
(3 ensure that

ZS(Z,';X,B) =0 eventually.
1

Denote

G>(W) = max ngz (W ﬁ)‘
Beconv(0g)

where "conv" stands for the convex hull of a set. Expand s,(Z; K, 61,,, 62,1) in a neighborhood of 6,y. Due to the
Theorem about finite increments of vector valued functions [5]:

A A A A A 5 A A A A A A oA
52(Z: 0,011, 024) = 52(Z: A, 81, 020) + =+ (Z:1,01,02,020) (B2 — 020) + 1(Z: A, b1, 021,020),

96
with
(708 8000 ) || < | max{}s2a(Z:0 9)] | 1820 — 0l < Ga(W)- 3] -2 0]
We have
1 & A A 1 & dsp
\/ﬁzllm(Zi;?w,eln, ) n;T (Zi: 1,811, 020) (B2n — B20)—

n

r(Zi; 1, 814,020, 020) = \[Zgﬂ (W;61,020) ( ezn—ezo/ Mu)du—

S\

n
~

Y; A A A
VVMGIn’GZO)(eZn_eZO)/ (A=) (u)du— fZT<Zi;7»,91n,92n7920>,
0 N

b
ke

%\
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with

1 & A A A 1 2 R
H T ;r (Zi;N eln762n7620> < ;Gz(wi) A - /7|62, — 2011
The random variables % 1 G2(W;) are bounded in probability because they converge to E Go(W) a.s. asn —

oo, According to [11], XH is bounded. Applying the Delta Theorem one can obtain the following convergence

Vn(62, — 62) 4 N:(0,Xn),

hence \/n (ézn — 620) is bounded in probability. Finally, the strong consistency of 85, implies

1 & A A A
\/ﬁ;r<Zi;7‘-,eln792nveZO) =o0,(1).

Similarly,

\}ﬁzr:,glzz(wz‘;éln,ezo)(ézn —09) /OY' (A—A)(u)du = 0,(1).

For any fixed z= (z{ ,z) )" € ®g, we have the almost sure convergence

1 Y; T Y
n;glzz(W,-;z)/O Mu)du — Eg [(XXT)D@Z X/O X(u)du] =An(\,Bz1,22).

By the Arzela-Ascoli theorem, the random sequence on the left-hand side is equicontinuous in z almost
surely on the compact set ®g, and the limit function is continuous. These facts imply the uniform convergence
in z a.s. Thus,

1y . ;
;Zglzz(wi;elmezo)/o Mu)du — Az :=An(A,B:01,0) as.
T
By Slutsky’s Lemma
1 ¢ / A Y A d
Zzgzz(wi;em,ezo)/o M(u)du A/n(82, — 020) = N-(0, ApaE02A2).
T
Under Hy,

AA22—>A22(7\,,91,920) a.s. and 222—>222(k,91,920) a.s.

Matrices ¥ and A are positive definite, therefore, £ and A are positive definite eventually. Sylvester’s criterion
guarantees that minors A and X, are positive definite eventually as well.

This yields that under Hy, T;,» LN xZasn— oo, O

Theorem 6. Under conditions (i)—(x), the test that fails to reject Hy if Typ <%, and rejects the null hypothesis
if Tp > x%a , has asymptotic significance level o.

Under H;, ,é is an estimator of the true parameter B, with 6, = 0, # 0,9, where 09 and 6y
are inner points of the projection of ®g on the last r coordinates and A € @, is the baseline hazard
function.

Similarly to Lemma 7 from [6] one can prove the following.

Lemma 7. Assume conditions (i)—(x). Under H;,

T
Enys2(Z;2,01,020) =E [Xz (1 —6(6”792‘)%)/0 FulX;h,B8)Ge(u)du| =: Ky =Kz (A, 3,620) .
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Notice that due to condition (iv), the function K3 is well defined if |[620 — 021|| < D. Next, under
H; by Lemma 7 we have almost surely as n — co:

1 1! A A ~ A
- Y 5 (Zi;l, elmezo) — Kz, A —An(hB), Xn—EIn(k,B).
1

Thus,

1 B 2

T2 = H (A22(A, B)E22(A, B)An2 (M, B)) I/ZKZH a.s.
Hence under Hj, it holds that

2
T =n- || (A22(A B) 222 (1. B)A2 (1,8)) ' Ko |- 0n(1).
If K # 0 then the test is consistent. We show that given the true values of 3 and A, the set {6y €
B(021,D) : K>(A,3,0) =0} is nowhere dense.
First, assume that K, = K»(0y) is identical zero at the open ball B(6,;,D). Then its Jacobian matrix
is singular. However, condition (vi) guarantees that
0K,
00,,

T
—_E {sz; / f(u\x;x,ﬁ)cc(u)du]

620=062, 0
is a negative definite matrix. This leads to a contradiction. Therefore, K> is not identical zero.

Second, assume that K, equals zero at a certain open ball that belongs to B(8,;,D). Notice that
in a natural way the function ||K3||> can be extended to an analytic function in the complex vector
variable 0 € Bp := {z € C": ||z—021|| < D}. Theorem 9.4.4 from [9] implies that ||K>||* is identically
zero at the domain Bp, which contradicts the statement proved above.

Third, the set of zeros of K3 is closed in the ball B(682;,D). Then the statement proved at the 2nd
step implies, that given A and 3, the set of zeros of K5 is indeed nowhere dense. Hence the consistency
of the test can be violated only for exceptional values of 0.

4.2. Testing a linear hypothesis

Now, consider a linear hypothesis
Hy: “VB=v, A€®)” versus Hi: “VB#v, Le®)”,

where V is an r x k full-rank matrix and 3 is an unknown inner point of @g3.

Without loss of generality we may and do assume that the rows of the matrix V are orthonormal.
Denote them as ex_,i1,...,ex. One can complement them to a basis {ei}f-‘:l, and any 3 € Og can be
decomposed as follows

k—r k
B=Y (B,e)ei+ Y. (B.eiei
i=1 i=k—r+1
Here, (B,€x—r+1) =Vi1,...,(B,ex) = v,. Therefore, the problem of testing the linear hypothesis reduces
to testing the hypothesis about a sub-vector

Ho: “02=v, A€©)” vs. Hi: “67#v, A€©y”,

which was studied in the previous section.

5. Conclusions

We have extended the results of [6] where simple hypotheses were tested, and presented two procedures
for testing composite hypotheses about the regression parameter 3 using the simultaneous consistent
estimator (i,ﬁ from [7]. To test linear hypotheses, one can use either the score-type test or the
Wald-type test, while for nonlinear hypotheses only the latter is applicable. Although the consistency
of the tests is shown, the question concerning the comparison of their power functions in case of linear
hypotheses remains open.
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TIESINIU TR NETIESINIU HIPOTEZIU TIKRINIMAS
KOKSO PROPORCINGUJU INTENSYVUMU MODELYJE
SU PAKLAIDOMIS KOVARIANTESE

Oksana Chernova, Aleksander Kukush

Santrauka. Straipsnyje sprendziamas tiesiniy ir netiesiniy hipotheziy tikrinimo uzdavinys Kokso proporcin-
gyjy intensyvumy modelyje cenzuruotiems i$ desinés duomenims, kai kovariantés matuojamos su paklaidomis.
Kukush ir Chernova (2018) [Theor. Probability and Math. Statist. 96, 101-110] pasiulé pagristaji jungtinj
pradinio intensyvumo ir regresijos parametry vektoriaus jvertinj. Buvo tariama, kad pradinis intensyvumas pri-
klauso neapreéztai aibei neneigiamy Lipschitzo funkcijy su fiksuota konstanta, o regresijos parametry vektorius
priklauso kompaktiskai parametry aibei. Naudojantis minétu jvertiniu sukonstruojami du testai netiesinéms ir
tiesinéms hipotezéms apie regresijos parameterus tikrinti: Waldo tipo testas ir informantés tipo testas. Pasta-
rasis remiasi nepaslinktaja jvertinimo lygtimi. Irodomas testy pagristumas.

Reiksminiai zodziai: Kokso proporcingyjy intensyvumy modelis, hipotheziy tikrinimas, cenzuravimas i$
desinés, jungtinis pradinio intensyvumo ir regresijos parametry jvertinys.



